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EXECUTIVE SUMMARY 

The exploration and production sector of hydrocarbon is not only highly 

competitive but also requires an enormous amount of investment. The world 

market today is facing shortage of oil and gas supplies leading to constant 

increase of prices, thus the requirement for further new discoveries as well as 

prompt decision making has become more important than ever. Most of the 

old oil fields are depleting and the new reserves are in difficult and sometimes 

almost in inaccessible location for easy exploration and production. Improper 

or untimely decision can lead to huge financial losses and may cause 

irreparable damage to the formation. For maintaining a competitive edge in 

this ruthless market, accurate and efficient information and knowledge is 

required in real time or in near real-time environment. For extraction from 

existing reservoirs high speed and intelligent simulation solution becomes a 

critical factor. Under this highly complicated scenario Exploration and 

Production (E&P) companies requires to utilize and implement information 

technologies to streamline their processes as well as for efficient, accurate 

timely decision making.   

Separate independent studies by International oil companies (IOC) corroborate 

the overall finding that “engineers spend half their time unproductively 

chasing data.” One IOC has identified standardization of data and information 

management practices as a foundation for enterprise wide work-process 

integration and automation. The company is developing production 

surveillance and optimization (PS&O) solution, which was justified on its 
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potential to minimize the amount of time required by engineers and 

technicians to access data and prepare it for analysis. Based on an internal 

survey of current PS&O processes across all production units around the 

world, the IOC identified that engineers and technicians spend an average of 

44% of their time accessing information and preparing it for analysis. 

The survey further revealed that currently a meager 9% of the operator 

respondents are able to get data automatically from their real-time systems 

into their engineering or geo-science analysis routines. The other 91% of 

operator respondents had to consume more than 50% of their time and human 

resources to identify, format, and prepare the data for the analysis tools. A 

staggering 55% of the respondents had less than 25% of their professional 

time available for analysis, decision, and action. These statistics show that 

there is a significant potential workforce that is sequestered in the data 

commute, unavailable for value-adding activities that utilize their engineering 

and geo-science education and experience.
 

To be able to support speedy, intelligent analysis for optimum utilization of 

upstream assets, high performance computers as well as large data storage 

infrastructure is required. These are the companies which were the first to 

deploy clusters and grids. The concept of data warehousing was a 

comparatively recent technology which came into the market with the advent 

of more powerful tools like ETL, and high level programming languages.  

But in E&P sector the amount of data to be handled is in the range of 100s of 

TB, which creates a challenge for the IT technologies being implemented. The 
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technology has to be lot more sophisticated and the approach quite different 

from the conventional technology available in the market today.      

There are a lot of opportunity and space for development in this area. With the 

evolution of Information Technology (IT) there are a lot of technologies 

available today which could be incorporated for the streamlining of the 

information identification and integration.  

The biggest problem of the E&P sector is not only the amount of data it has to 

handle but also the diverse computer system platforms which are used. The IT 

infrastructure of the E&P sector normally contains an assortment of operating 

systems ranging from windows, Linux as well as may contain Macintosh. The 

jumble does not end here; diversity is present in databases maintained by an 

E&P company. Data could reside in a proprietary database like Oracle, MS-

SQL server as well as open-source databases like MySQL. This heterogeneity 

in case of Data Base Management System (DBMS) as well as operating 

system is a problem when communication is required between them for any 

kind of data transfer. There are solutions present in the market like Open 

Database Connectivity (ODBC), or VM Ware (Virtual Machine) to handle the 

above stated problem of communication but each one of it has its own pros 

and cons. An exhaustive study on organization of E&P data revealed further 

snags in its total data organization architecture leading to major predicament 

in data identification and process of integration. The whole architecture of IT 

infrastructure is in a chaotic state at a very best of time.  

If the architecture of IT infrastructure could be streamlined appropriately most 

of the complications could be resolved. To solve the problem of 
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communication between all the assortments of databases is to put them onto a 

common platform like a cloud structure for convenient communication 

between them. The proposed cloud platform described in this thesis 

Eucalyptus Enterprise Edition (EE) 2.0 is an open-source, Linux-based 

software architecture which has the ability to realize a scalable, proficiency-

augmenting private as well as hybrid clouds, utilizing the available IT 

infrastructure. It being an Infrastructure as a Service (IaaS) provider the 

company can utilize and implement its own assortment of resources 

(hardware, storage and network) all over its distributed assets. The cloud could 

be deployed on the On-Premise Data Center and can be accessed over the 

companies’ VPN (Virtual Private Network). As a consequence of which it 

enables a higher security to the confidential data of an E&P company.  

The next step towards homogenization of the architecture is paramount for 

proper linking and removal of disorganized components in the IT 

Infrastructure. The propose architecture provides a perfect organized structure 

in the current scenario of an E&P company. The architecture streamlines all 

the different components of databases for the proposed real-time data 

integration process. Once the reorganization is done it becomes simple for an 

efficient algorithm for the extraction and integration of data from the source 

data marts to the target data warehouse. 

The algorithm developed and described in this thesis looks into the different 

databases at located in different asset locations in a round robin basis within a 

scheduled interval of time. To be able to extract and integrate data at high 

speed for enabling real time data integration the algorithm needs to be simple, 
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light as well as agile. The algorithm designed here is very simple in its 

approach thus it is light. It generates a search command at a regular interval of 

time and follows all the enlisted distributed databases each at a time, whenever 

it encounters a new entry in it, it copies that entry into the central data 

warehouse with a time and date stamp. The next time the query visit the same 

database it looks for the last update date and time stamp and any entry later 

than that is again updated. 

This enables a continuous real time data extraction and integration of E&P 

data into the central data warehouse enabling a faster and efficient process of 

Business analysis.  

Through this process the basic problem identified in the beginning of the 

research of manually locating and extracting data for different analysis would 

become much more convenient and highly accurate.       
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CHAPTER 1 

1.1 INTRODUCTION 

The exploration and production sector of hydrocarbon is not only highly 

competitive but also requires an enormous amount of investment (according to 

reports by HIS-[Information Handling Services] the capital expenditure was $641 

billion in 2012) [154]. The world market today is facing shortage of oil and gas 

supplies leading to constant increase of prices, thus the requirement for further 

new discoveries as well as prompt decision making has become more important 

than ever. Most of the old oil fields are depleting and the new reserves are in 

difficult and sometimes almost in inaccessible location for easy exploration and 

production. Improper or untimely decision can lead to huge financial losses and 

may cause irreparable damage to the formation. For maintaining a competitive 

edge in this cut throat market accurate and efficient information and knowledge is 

required in real time or near real-time environment. For extraction from existing 

reservoirs high speed and intelligent simulation solution becomes a critical factor. 

Under this highly complicated scenario Exploration and Production (E&P) 

companies requires to utilize and implement information technologies to 

streamline their processes as well as for efficient, accurate timely decision 

making.   
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To be able to support speedy, intelligent analysis for optimum utilization of 

upstream assets, high performance computers as well as large data storage 

infrastructure is required. Oil companies are the companies which were the first to 

deploy clusters and grids. The concept of data warehousing was a comparatively 

recent technology which came into the market with the advent of more powerful 

tools like ―ETL‖ (Extract. Transform. Load), and high level programming 

languages makes it possible today.  

But in E&P sector the amount of data to be handled is in the range of 100s of 

―TB‖ (Terabytes) [153], which creates a challenge for the IT technologies being 

implemented. The technology has to be lot more sophisticated and the approach 

quite different from the conventional technology available in the market today.  

1.2. Motivation of Work. 

Separate independent studies [36] by ―International oil companies‖ (IOC) 

corroborate the overall finding that ―engineers spend half their time 

unproductively chasing data.‖   Consistency of data and information management 

customs has been acknowledged by one IOC as the basis of integration and 

automation of the whole enterprise [36]. It has ventured into building a software 

package called  ―production surveillance and optimization‖ (PS&O) solution, and 

under the circumstances it has a high rationality to go for it to reduce the 

unproductive time spent by engineers just preparing data for analysis. According 

to an internal survey conducted the company a staggering 44% of time is spent by 
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a technician or an engineer just for accessing and processing data for analysis 

purpose [36]. 
.
 

Further assessment of the same survey discovered that paltry 9% [36] of the 

operators were capable of retrieving data from the real time systems 

automatically, to feed into their geo-science or engineering routines. Whereas, 

91% [36] of the operators conveyed that they on an average spend 50% of their 

time in identification and preprocessing of data, to enable it for different analysis 

tools. The results further showed that the time available for analysis and decision 

making was less than 25% for 55% [36] of the respondents. The above mentioned 

survey pointed out that a substantial amount of workforce is caught up in 

unproductive activities rather than utilizing their highly skilled potentials in 

productive and ground breaking work [36]. 
 

1.2.1.Review of Literature. 

The primary literature which states the above given problem was published in 

SPE journal September 2009[36]. Which gave a clear identification of the 

problem in E&P data integration, identification and analysis? This states that 

almost 44% of productive working time is lost in unproductive and repetitive 

work. If this problem could be circumvented with the present technologies a huge 

amount of revenue (tangible & intangible) could be saved.[36]
 

The primary application of ETL techniques for the purpose of solving the problem 

of identification and cleaning of data could be easily used. Literature contains 
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many ideas put forward by many researchers to this end. ―A conceptual modeling 

of ETL processes[2]‖ was published by Alkis Simitsis[2] and his partner. Another 

paper Spatial ETL Tools: The Bottom Line of an Enterprise GIS[155] was 

discussed by S.Raghavendran. It discussed the ETL tools which are being used for 

the purpose of data integration in GIS.  

The ETL taxonomy was discussed in a paper written by Panos Vassiliadis 

et.al.[101]. In this paper the writer and his associates presented the method for 

identification of generic properties that characterize ETL activities. The concept 

of this paper is identification of generic properties that characterize ETL 

activities. For it they follow a black-box approach and provide a taxonomy that 

characterizes ETL activities in terms of the relationship of their input to their 

output and provide a normal form that is based on interpreted semantics for the 

black box activities. The proposed taxonomy can be used in the construction of 

larger modules, i.e., ETL archetype patterns, which can be used for the 

composition and optimization of ETL workflows. 

The next important way of handling the problem is the use of Information 

Lifecycle Management which was nicely put forward by Mr.Paresh Chatterjee 

[29] in PCQUEST February. In this paper the ―Storage Tiering‖ is discussed. 

Here, the capacity to be provisioned is divided into separate pools of storage 

space with various cost/ performance attributes. At the top resides the Tier 1 pool, 

which is the most expensive but high performing nonetheless. The bottom tier is 

occupied by more cost-effective storage arrays. The concept to devise a 
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sophisticated software layer that intelligently places data into the different tiers 

according to their value is also discussed. This concept is variously known as data 

classification or ―Information Lifecycle Management‖ (ILM) which is highly 

required in my research work. 

Another enlightening article was published in PCQUEST February edition 2010 

by Rahul Sah, in which the author discussed the “advanced analytics”.[103]. 

Advanced analytics incorporates methodologies for answering future-oriented, 

proactive and predictive questions, as well as streaming data; so that consequent 

business decision is based on real-time questions about what's going on now. 

Advanced analytics leverages the same core features of typical analytics solution, 

i.e. reporting, dashboards, visualizations etc. but takes the analytics power to 

several steps further. Such powerful analytics capabilities would be required by 

enterprises where they generate bulk of data and there is a need to analyze that in 

real-time. 

The above stated preliminary review of literature hints at the different 

technologies which could prove to be the avenue ahead to solve the problem at 

hand. The ETL technology could be the key to the solution of the problem if it 

could be modified and manipulated according to the specific requirement. This 

basically leads to the identification of methodology of the research work. Further 

in the second chapter a thorough review work of few related technologies is given 

in detail. 
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1.3. Objective. 

The objective of this work would be as follows: 

 To define and design an effective and efficient architecture. 

 To develop an intelligent algorithm.  

To facilitate a seamless real time data integration environment with ultimate aim 

of reducing the amount of time lost in information handling by E&P workforce in 

searching for data, integrating it from multiple sources, and preparing it for 

analysis in applications. 

1.4. Methodology 

1) Identify the different types of data generated in the following 

operations.(see chapter 2.6.2 for details)  

i. Geological Data 

ii. Seismic Data/geophysical data. 

iii. Drilling Data 

iv. Well Log Data 

v. Production Data. 

2) Specify the components for the required architecture. 

3) Design efficient data integration architecture.  

4) Develop the required data integration algorithm. 

5) Identify the areas of further improvement. 

6) Give suggestions for future improvement.  



Page 7 
 

1.5. Structure of Thesis 

The thesis is divided into four chapters. The first chapter discusses the problem 

and some review literature which authenticates the problem existing in the 

market. It also looks into the present technologies and its pros and cons for the 

specific market of Exploration and Production sector. 

The second chapter reviews the different technological researches and 

development which has been done till date concerned towards the problem at 

hand. It also looks into the different aspects of Exploitation and Production Data 

Organization in attendance.  

The third chapter contains the design and the components of the required 

architecture for the real time data integration in the E&P sector with the 

concerned discussions and arguments. The later part of the chapter states and 

explains the algorithm and the software developed for the testing of the algorithm. 

The fourth chapter is the conclusion of the thesis, which looks into the problem; 

the solution formulated its limitations and scope of future work.   
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CHAPTER 2 

REVIEW OF LITERATURE 

This chapter entails basically three technologies namely ETL (Extract. 

Transform. load), Cloud Computing, data & service integration techniques and 

also the current scenario of the Exploration and Production  Information 

Technology architecture. Here an attempt has been made to comprehensively 

study the different technologies available today in the market which could be 

utilized and implemented for the creation of an efficient architecture. 

2.1 ETL (Extract, Transform, Load) 

2.1.1. INTRODUCTION. 

The abbreviation ETL is expanded as Extract, Transform, and Load, essentially it 

explains a process where data is episodically extracted out of the source systems, 

transformation of data into a coherent format (Data Cleaning), and loading of data 

onto the target database normally referred to as Data Warehouse. In the course of 

ETL process, extraction of data occurs from an On Line Transaction Processing 

(OLTP) database / non-OLTP database system, transformation of the same 

extracted data essentially meaning conversion of heterogeneous data types into a 

consistent format and equate with the data warehouse schema. Ultimately the data 

is uploaded and saved in the target data warehouse database known as loading. 
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Unpretentiously it is replication of data into different databases with various 

alteration processes in between. Basically ETL for data warehousing should be 

regarded as a process rather than a physical implementation.  

2.1.2. HISTORY OF ETL. 

With the gradual evolution of Data Warehousing, organizations required a process 

to load and maintain data in a Warehouse. ETL process evolved and gradually 

took control over the Data Warehousing market to fulfill this requirement. 

Initially, organizations developed their own custom codes to perform the ETL 

activity which was referred as Hand-coded ETL process[107]. Since the process 

was lengthy and quite difficult to maintain, vendors started developing of the 

shelf tools which could perform the same task as that of Hand-coded ETL but in 

efficient manner. In this era of ETL tools, the market saw different generations, 

different types and tools with their own pros and cons. 

Table 1 gives the brief overview of ETL history starting from hand-coded ETL 

tools to ETL tools available today in the market.  
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 ERA TITLE SIGNIFICANCE 

Early 1990 Hand Coded Custom Codes (Hand written) 

1993-1997 1
st
 Generation Tools Code Based Tools 

1999-2001 2
nd

 Generation Tools Engine Based Tools 

2003- 2006 3
rd

 Generation Tools Efficient Tools 

2007- 2011 Parallel ETL Processing 

Tools 

Intelligent Search & Optimize 

2011- Till Date In Memory Computing 

(HANA) 

High speed processing, and 

handling of huge data sets. 

 

Table 2.1: Various Generations of ETL[107] 

  The generations tabulated above are discussed below in details.  

The business requirement should always be the principal concern for a developer 

before any kind of implementation of ETL tool. Not only the developer should 

concentrate on achieving the business requirement but also should be able to do it 

in an efficient way. 
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To illustrate the above situation, if a system requires loading 100 TB of data sets 

onto the target database per day, it should not only do it accurately but also be 

able to do it efficiently, like an exchange partition to increase the performance. 

The actual implementation process of ETL varies from data warehouse to data 

warehouse and even at departmental data marts within the same data warehouse.  

Initially in the 1990‘s[88], all most every establishment developed and owned 

their personal custom made codes for pulling out data from operational system 

and extracting and transforming data from operational systems and insert it into 

data warehouses. In spite of the different way these systems are implemented the 

purpose of each of these are mutual. They essentially shift data from one database 

to another with some changes to the schema of source data. An ETL system 

consists of four distinct functional elements: 

1. Extraction   

2. Transformation   

3. Loading   

4. Meta data   
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Figure 2.1: ETL Processing Framework [88] 
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2.1.3. ETL FRAMEWORK 

The figure (Fig.2.1) depicts the basic components involved in ETL processing. 

The bullets below describe each component: 

 Extraction: This process of extracting or retrieving of data from source 

systems (which normally comprises of an OLTP, legacy, mainframe, flat 

files, etc or any combination of it) data using adapters, like native SQL 

formats, ODBC, or flat file extractors. These adapters consult metadata to 

determine which data is to be extracted and how [101].  

 Transformation: This process transforms or converts the extracted data 

into a consistent data warehouse schema by applying the predefined rules 

onto it. This process is also responsible for validating, accuracy, type 

conversion of extracted data and business rules application. It is most 

complicated of the ETL elements [101].  

 Load: The ETL Load element is responsible for loading the transformed 

data into data warehouse using target data adapters such as SQL loader, 

Bulk process, BCP, etc [101].  

 Metadata: The metadata part of ETL system maintains all the required 

information about the data. The metadata repository makes metadata 

available to the ETL engine at run time. [101,107] 

 Administration and Transport services: The ETL transport service consists 

of network and file transfer protocols to move data between source and 

target systems. The utilities enables administrators schedule, run, and 
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monitor ETL jobs as well as to log all events, manage errors, recover from 

failures, and reconcile outputs with source systems.  

The above described components were used to be manually coded using native 

SQL codes, C, COBOL and other programming languages. Today, these 

components come with most vendor-supplied ETL tools in which all of these 

components and functions are combined together to create a single, integrated 

package.   

  The generations tabulated above are discussed below in details.  

2.1.3.1. HAND-CODED ETL PROCESS  

At the beginning developers used custom codes for the performance ETL 

operations. The programs which were written in this method were not only 

lengthy but also very difficult to document. The developer normally used different 

programming languages to perform the task. Normally it used to be a combination 

of technologies like SAS, Database, Perl, Shell, etc. [107] 
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PROGRAMS APPLICATIONS 

SHELL Wrapper Scripts 

PERL SCRIPTS Data cleansing, pattern matching, auditing. 

SAS Reading source files and applying transformations. 

ORACLE Bulk loading & Direct loading. 

AUTOSYS Automation of the process. 

 

Table 2.2: List of programs for development of ETL tool.[107,159] 

These custom programs were not much of a viable option as there were a lot of 

issues and problems with this method of ETL process.  

  

Advantages Disadvantages 

Manual creation of Meta Data gave 

direct control over the organization and 

running. 

Continuous modification and rewriting 

of codes were required increasing the 

overall project cost. 

Easy code testing for the availability of 

automated unit testing tools  

Maintaining of separate metadata table 

was required and any changes required 



Page 16 
 

manually changing of the entire table.  

Most Flexible & Customizable Single threaded and slow speed of 

execution. 

 High development effort and difficult 

testing.  

Table 2.3. Advantages & Disadvantages of Hand Coded ETL 

 

2.1.3.2. TOOL-BASED ETL PROCESS  

To avoid the above essayed overheads caused by hand-coded ETL process, 

vendors started developing ETL tools to perform extraction, transformation and 

loading process.  The most important aspect of these tools is it generates and 

maintains centralized metadata repository. With the development in computing 

capacity and distributed computing systems, and as business intelligence made its 

debut, the first ETL solutions were introduced.  In the beginning ETL provided 

the ability to extract the data from mainframes and load into target database. 

Today the ETL tools have matured to provide user-friendly GUI‘s, performance 

benefits and additional functionalities.[115] 

There is still a debate about whether ETL engines or code generators offers the 

best functionality and performance. Since that time, several generations of ETL 

have been produced.  
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2.1.3.3.. First Generation – Code Generators  

To get rid of writing the complex hand-written codes, vendors started developing 

the ETL tools in mid-1990s and they started producing the legacy code 

generators.[136] 

The code generating tools at that time were mostly based on COBOL as data was 

basically stored on mainframes. Programs for extraction was mostly written in 

batch mode which automatically generated source codes for compilation, 

scheduling and running. The data extraction from source files, transformation and 

loading of the data in database process used to run on server. These were single 

threaded programs which did not support parallel processing. 
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Figure 2.2: Code Generators.[136] 
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Advantages Disadvantages 

Very powerful in extraction of data 

from legacy system 

Requirement of profound knowledge in 

COBOL or C. 

Native compile code enhanced the 

performance. 

Very low success rate in handling of 

large relational databases. 

 Parallel processing not supported 

 Manual coding required in many type 

of transformation.   

Table 2.4. Advantages & Disadvantages of Code Generator ETL 

SAS Institute Inc started releasing its SAS Version 6 series in 19156 which 

supported base SAS along with MACRO facility, ODBC support, data step 

debugger, etc and was running on Unix and Windows. In 1997, SAS warehouse 

Administrator was released. [136] 

 

2.1.3.4. SECOND GENERATION – ETL ENGINES  

In the late 1990‘s vendors started delivering the ―engine based‖ ETL tools to 

automate more of the ETL process.   
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Figure 2.3: ETL Engine[136] 
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In the first generation tools codes were generated but in an engine based ETL 

manages the process through an internally present engine. The engine applies 

language interpreters for processing of ETL workflows at runtime. The predefined 

ETL workflows are stored in a Metadata repository enabling the engine to 

determine how to process incoming data at runtime. This enabled the user to have 

knowledge of just a single programming language which is the language of the 

ETL tool to solve all the problems. Another significant characteristic of an 

engine-based approach is that all processing takes place in the engine, not on 

source systems. Some of the engines support parallel processing, to achieve it 

partitioning needs to be done at the server manager. Also in engine-based tools 

metadata repository is maintained at different server which needs to be connected 

from client application. 
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Advantages Disadvantages 

Features like Graphical User Interface 

(GUI) and data transformation present 

Extremely slow process of 

transformation when the data volume 

is high.  

Increased efficiency as  it is 

Multithreaded  

Transformation process dogged by 

bottleneck problem 

Substantially integrated and automated 

functions. 

For better performance dedicated 

administrator for engine based tools.  

Functions like aggregation, scheduling, 

transformation and monitoring are 

incorporated 

 

Table 2.5. Advantages & Disadvantages Second Generation ETL 

 

 Examples of Second Generation ETL Tools  

1. Power mart 4.5 developed by Informatica Corporation developed in 

1999.  

2. ―Datastage‖ 4.0 developed by Informix corp. in 2000 which is now 

owned by IBM corp.  
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2.1.3.5. ETL TOOLS TODAY  

Today‘s ETL tools are highly embedded with transformation features can support 

surrogate key generation, multi-dimensional designs, various transformation 

functions multiple input or output database or flat files, and native database or 

O/S utility. They have their own independent and internal metadata repositories 

which could be different from the data warehouse metadata repository. These are 

able to eliminate developing and maintaining of complex routines and 

transformations in ETL workflows. They also provide user friendly GUI features 

which enables the user not to have a very deep knowledge or training in the 

programming languages. They have features like bulk loading, monitoring, 

incremental aggregation, scheduling, etc. [115] 

Previously only COBOL was used for the generation of code but today it supports 

many other platforms like SQL. Most of the code generating tools is using SQL to 

generate the code and also supporting all SQL features. The most important 

feature of code generator is its compile code which can run on any platform. The 

compiled code is much faster and distributes load across multiple platforms to 

increase the performance. The Engine based tools are also emerging very fast. 

They are coming with the ability to perform complex transformations at a faster 

speed of execution.  
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Advantages Disadvantages 

Rapid execution of Complex 

transformations handled  effortlessly 

Inability to support real time 

application 

Supports heterogeneous platform for 

optimum performance 

A number of ETL tools rely upon the 

type of source databases.  

Sustains various category of 

Parallelism(Data, Component, Pipeline) 

A majority of the contemporary tools 

don‘t support metadata level 

integration. 

Ability to read XML (Extensible 

Markup language) data proficiently.  

 

Schedulers are incorporated to arrange 

workflows. 

 

Every Data Warehousing concepts 

holds good. E.g. slowly changing 

dimension, normalization, de-

normalization, etc. 

 

Version controlling is present so that 

overwriting of the source code does not 

happen. E.g. Ab-initio‘s EME 

(Enterprise Meta Environment) 

 

Specific Debugger present.  

Table 2.6. Advantages & Disadvantages Present ETL Tools. 
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2.1.4. FUTURE TRENDS & REQUIREMENTS IN ETL TOOLS  

Today we are looking into a market scenario where real time data is required for 

taking decisions, a decision which can make or break an organization, cost the 

company a huge loss or may cause fatal accident. 

For this kind of high performance requirements, ETL tools needs to consists of 

parallel processing capabilities which can assembles and validate data against the 

existing and next coming data. The Data Warehouse in question needs to be 

highly active to serve up to the high requirement. [115] 

If we are talking about the Exploration and Production (E&P) of Hydrocarbon 

sectors the major challenges in data warehousing is the enormous volume of data 

it requires to handle each day and is increasing in an exponential manner. 

Normally a data warehouse is loaded during off-peak hours and queries, reports 

and views are generated on normal business hours for decision making. In this 

concept whatever may be the volume of data we are looking into it has to be done 

in off-peak hours and cannot be extended.  

By keeping the increasing data volume in mind and time constraint of loading 

hours, ETL has to be efficient enough to adjust with this day-by-day increasing 

data volume.  For this to be possible today‘s ETL tools should be able to 

substantially shorten the delivery time and improve application maintenance. Also 
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the tools should possess intelligent applications which take into consideration the 

previous processes.  

The developer sometimes find difficulties in identifying and removing bugs for 

the lack of proper error messages, so proper error messages should be 

incorporated into it for creating a tool which has a very low downtime. 

One of the best ways to incorporate a high throughput is to have web based 

workflow solutions. Today the business world is looking into the cloud based 

architecture where XML data is the major share holder and for easier and swifter 

data integration organizations are looking forward to web based data sources. 

With the above mentioned features the ETL tool would become an efficient and 

highly effective system which should provide for the future market needs. 

2.2. SERVICE INTEGRATION APPROACHES 

2.2.1. DATA AS A SERVICE. 

Data as a service defines data and service together where data is considered as 

specific type of service. Truong and Dustdar, [132] was able to describe WSDL or 

REST full [105] interface. Under the ―Service Oriented Architectures (SOA)‖ 

[60,145] data services are understood as value added services.  Amazon Simple 

Storage Service (S3) [3] is a very good example of Data as a Service concept 

which provides unlimited storage through a simple service interface.  
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In this thesis Data as a Service approach is applied as data has to be prioritized 

according to the requirement algorithm which further adds value to it, conforming 

to the definition of Data as a Service. 

2.2.2. INTEGRATION SYSTEMS 

 For over thirty years data integration has been an area of interest and research for 

researchers around the world specially people who are in the field of databases, 

semantic web, data warehousing, ETL, artificial intelligence etc. Different issues, 

limitations and solutions has been discussed, formulated and improvised in the 

field of data integration in these years. An enormous number of projects have 

been produced based on these conceptual approaches and models creating 

difficulties in classification of these works on the basis of comprehensive and 

shared criteria. 

Among many the most discussed data integration architecture is ―Mediator‖ 

[139]. It is basically built on the concept of creating a Mediated schema (or 

Global schema) for synthesizing the source structure which requires to be 

integrated.  In this architecture the collected data managed in a common way 

gives the user a virtual global perception for his queries generated enabled by the 

median schema. By automatic ―unfolding-rewriting operations‖  a single query 

generated by the user is converted into multiple sub queries  and declared as a set 

with respect to the mediated and source schema. To reconstruct it back the output 

of these sub queries are processed by data reconciliation techniques. The 
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correspondence between the source and mediated schema data turns out to be the 

most important aspect of this architecture [1].  

Global-as-view (GAV) and local-as-view (LAV)  are the two basic concepts of 

data integration systems used for mapping purpose which are mentioned in the 

literature. In GAV the queries generated on the source is converted in relation to 

the contents of the mediated schema, whereas in case of LAV the data source is 

expressed as the view on the mediated schema.  

The above mentioned concepts are amalgamated into a single model known as 

global-local-as-view (GLAV). In this model features and properties of both the 

above mentioned approaches are coupled together [50].  In GAV scenario the 

major issue occurs while updating the median schema, if the source changes it 

would have reverberating effect on the mediated schema and the supporting 

applications. In LAV for the creation of query manager a huge number of issues 

are present for query rewriting.  Since then many systems has been designed and 

developed which implemented this architecture. (see [59] for a survey).  

Among the initial data integration projects TSIMMIS [78] system was the first to 

follow a ―structural" approach  to create a GAV architecture for structure and 

semi-structured source data. In this project the concept of wrapper was 

implemented which translated the source data model into a self describing model 

OEM (Object Exchange Model), the MSL (Mediator Specification Language) 

which were predefined manually by the designer for source integration was used 
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to deploy these rules. Arbitrary or rather specifically recursive views are defined 

at the mediator layer with the help of MSL in TSIMMIS. 

A source and query independent mediator was conceived in the Information 

Manifold system [50]. In this architecture the integrated schema as well as the 

description of the source was manually defined by the designer manually. An 

architecture based on the wrapper model was applied for describing local source 

data utilizing an object oriented language by Garlic [25]. In this concept data and 

transformation of schema were handled uniformly. A query processor is present 

which ultimately executes and optimizes different queries over heterogeneous 

data sources applied on an object extended SQL system was the main component 

of Garlic. The wrapper enables data transformations between the source and the 

middleware directly or by creating views and the system interacts directly with it. 

Garlic objects is an abstraction layer present in Garlic wrappers use an abstraction 

the layer which describes data from heterogeneous sources into an uniform format 

is known as Garlic Definition [25] Language. These are then utilized to define the 

global schema.  

By encapsulating multiple data sources and utilizing these objects views are 

created. The problem of schematic heterogeneity is acknowledged by the author 

in this architecture but the author does not try to tackle it directly. To tackle this 

problem a semi-automatic toll was developed named ―Cilo‖ supports the data 

transformation and integration processes. 
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 This project ―Cilo‖ [44] made a pioneering contribution in schema mapping, it 

conceived a tool which created mapping between source and target data schemas 

in a semi-automatic approach.  

Another prevalent problem in data integration architecture is the size of the 

ontology which requires to be handled; there are limitations when large ontology 

is required to be handled. 

 Among the many proposed approaches most could be classified under two 

categories of approaches [100]:  Several approaches have been proposed to 

extract modules from a given ontology, that can be mainly classified in two 

different classes of approaches [100,58,69,135] Description Logics semantics and 

[94,37 ,117] graph-based representations of ontology. 

There are different software which are being offered by big IT majors for data 

integration like, 

I. Oracle Data Integrator [136] 

II. Microsoft SQL Server Integration Services[136] 

These tools basically provide ETL capabilities for Data Ware housing. Among the 

open source community ―Talend‖ [136] was one of the forerunners. Initiated by a 

French company, it is based on the ―Eclipse‖[136] platform for ETL tools. 

Among its main features it has over 400 connectors some of which are application 

specific, it also has data profiling and cleansing capabilities.   
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2.3. CLOUD COMPUTING 

2.3.1. INTRODUCTION  

Cloud computing is a computational model in which assorted, heterogeneous and 

mutually excluding systems amalgamated together over a coherent and consistent 

collection of different kinds of networks which could be infinitely scalable in 

form of infrastructure so that it can give unconstrained support to data 

computation, applications and storage. This technology has revolutionized the IT 

sector with unbelievable lowering of input cost by an organization for availing 

and utilizing application hosting, content storage and delivery of computational 

information. 

Cloud computing has brought about a paradigm shift in the potential of the 

computational technology as a whole. Primarily the technology which used to be 

out of hand due to the cost factor has become totally reachable in many aspects. In 

theory the concept of ―Reusability of IT capability‖ is made possible by this new 

concept. Till now the input investment for an infrastructure has been capitals 

intensive, which sometimes were beyond the resources of an organization. This 

technology enabled an environment where the concerned organization would have 

to pay as per their requirement. 

 This concept is not that new, it all started with the concept of virtualization in 

networking, storage or application. Cloud computing brings together the 
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traditional concepts of ―Grid Computing‖ , ‖Distributed Computing‖ , ―Utility 

Computing‖ , ― Autonomic Computing‖.  

Forrester defines cloud computing as:  

“A pool of abstracted, highly scalable, and managed compute infrastructure 

capable of hosting end-customer applications and billed by consumption.” [162] 
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Figure2.4: Conceptual view of cloud computing Cloud Computing 
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Defining a cloud is as various as its applications, usage and the range of its 

implementation. Here no new definition or terminology is fashioned but an 

attempt has been made to identify and enumerate the different aspects and 

terminologies being used and implemented in the field of cloud computing.    

2.3.2. LEXICON 

In general a cloud could be described as a highly flexible implementation 

environment of diverse resources providing service s on demand at a flexible rate 

according to the determined units of services and predefined quality. Basically it 

is a metered service provided to any customer globally at a very reasonable rate 

without any difficulty caused due to heterogeneity of operating system or any 

proprietary software applications. 

 Another way of describing cloud is that predominantly it is a platform which 

enables execution in diverse forms across multiple resources as well as in many 

cases across different enterprises. There are many distinctions between cloud 

types but the common criteria which binds them is that all of them are able to 

enhance resources and services either directly or indirectly. Another common 

feature among these clouds is that all of them augment manageability, platform 

independence and elasticity of a system. 

It is assumed that some features like precise level of quality, performance 

criteria‘s as well as energy consumptions would be taken into consideration for 
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while allowing resource integration irrespective of any boundaries due to 

organization or stakeholders. 

Manageable word signifies automatic insurance of predefined quality parameters,   

to be more precise, cloud can be explained as a compilation of diverse 

infrastructure/platform which facilitates implementation of services or 

applications in a more controllable and flexible mode. Controllable signifies 

consistency to the pre-identified and delineated quality measures inevitably, and 

flexible implies unrestricted scalability as per the user requirement of data and/or 

resources. The design of a cloud would actually vary significantly according to 

the performance and employment. The characteristics are defined by the capacity 

and facility of the cloud system according to the situation.  
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FIGURE 2.5: Non-Exhaustive View On The Main Aspects Forming A Cloud 

System[145] 
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2.3.3. ENVIRONMENTS OF THE CLOUD.  

Typically Cloud exposes a particular functionality in accordance to the precise 

mode. Generally each cloud is relevant to a precise facility resembling Software 

Infrastructure, or Platform, but there are no limitations on the diverse type of 

facilities offered. Normally PaaS (Platform as a Service) providers tender specific 

applications as for example Google docs are included with Google App Engine. 

Therefore usually they are called ―components‖ [53]. 

In terms of terminology the different literatures has slight variations among 

themselves due to the overlapping of various applications making it intricate for 

exact differentiation. In some literature a lot of popular terms are introduced 

which are far from technical terminology, making the terming of cloud more 

varied 

The subsequent list defines the prominent types of clouds : 

I. Infrastructure as a Service (IaaS) / Resource Clouds. 

Through service interfaces it provides superior virtualization capabilities and 

renders highly managed and scalable resources as a service to a user. In other 

terms it makes available different services to a user imperative of the hardware or 

software constraints of the user. [53] 
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II. Compute Clouds:  

In this model raw access to hardware computational power like CPUs (Central 

Processing Unit) is provided to a user, it thus tenders the facility of computing 

resources. Previously such an access to the computational hardware was not 

available by itself, but came as a part of ―virtualized environment‖. It could 

sometimes be confused with PaaS (Platform as a Service) like hypervisors which 

actually provides full software stacks for development and deployment of 

applications and are characteristically virtualized for execution of cloud services 

and applications, again in case of IaaS (Infrastructure as a Service) provides extra 

facilities in excess of just simple computation. Examples: Elastichosts, Amazon 

EC2, Zimory. 

III. Data & Storage Clouds:  

It is basically an online highly flexible comparatively cheap and one of the most 

secured way of storing data today. It bestows reliability and security to dynamic 

sizes of data and is charged accordingly. There are now more than one option 

available in the market today in this sector other than big players like Amazon S3, 

SQL Azure, Google Drive, there are companies like Dropbox, Spideroak etc. 

[53,4] 
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IV. Software as a Service (SaaS):  

This type of cloud is also acknowledged as Service or Application Clouds. 

Basically it pertains to discharge of precise business functions and processes 

which are made available through cloud potential. Through cloud infrastructure or 

platform applications or services are provided to the user in this type of cloud. 

Normally it offers standard software applications or their functionality. [4] 

Examples: Google Docs, Salesforce CRM, SAP Business by Design. 

 

 

 

 

 

 

 

 

 

 



Page 40 
 

 

 

 

Figure 2.6: Modern application platform view 
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V. Platform as a Service (PaaS). 

In this model the cloud creates a platform with whatever in terms of software and 

hardware resources is required to develop and host a certain application at a 

convenient pay per use basis to the user.  In other words computational resources 

are made available to the user for their personal use. These systems contains 

dedicated APIs (Application Programming Interface) which enables and controls 

the dedicated server engine controlling and executing the user demands like 

access rate etc. On the downside of this model every service provider has their 

own design of APIs in accordance with their strategic capabilities, this causes 

portability issues if a user wants to migrate from one service provider to another. 

Efforts are being made to bridge this gap by introducing standard programming 

models in cloud, like MS Azure. [4] 

Examples: Force.com, Google App Engine, Windows Azure (Platform). 

On the whole it could be derived that cloud computing does not only pertains to 

infrastructure, platform or just software as a service but also provide improved 

and superior capabilities through all the available technological breakthrough till 

date. The concept of these service provided in the virtualized environment is not 

at all new, it has been there in the market as parts of grid computing or as web 

service. 
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2.3.4. DEPLOYMENT TYPES  

Cloud hosting and deployment is totally a different thing to the cloud platform 

discussed till now. It mostly depends upon the service provider‘s business model. 

Previously there has been a propensity of beginning of a cloud to develop from 

internal solutions as a private cloud and then service is provided to the external 

users as per their requirements. The private clouds were primarily developed for 

the fulfillment of domestic requirements, then theses internally developed 

capabilities could be sold publicly for some extra earning. This is how the concept 

of hybrid cloud took shape in the later part of the cloud evolution. This process of 

realization of a cloud is thought to be the natural process of growth, but there are 

no such constraints as such. Thus in conclusion cloud could be defined also by its 

deployment types narrated below. [49] 

I. Private Clouds: These clouds are typically possessed or chartered by 

individual particular enterprises. The components and functionalities are 

not transparent to the user except in certain scenarios like SaaS where 

enhancements are offered according to the user requirements. E.g. eBay. 

II. Public Clouds. When enterprises rent or take cloud functionality on loan 

from other organizations or in case it offers its own personal 

functionalities to other organizations, the type of cloud is known as Public 

cloud. This presents the user with the capacity to utilize the different 

features of the available cloud according to their own requirement or 

contract out personal requirements reducing the overall cost of 
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development and ownership. The scope of the cloud functionality varies 

according to the types of cloud described earlier. E.g. Amazon, Google 

Apps, Windows Azure. 

III. Community Clouds. Basically when small and medium enterprises 

(SMEs) contribute together to develop certain cloud for commercial 

purpose and share the profit accordingly.  Generally public cloud 

providers‘ tender their internal infrastructures as a service to others but in 

this case normally a single enterprise unable to bear the total input cost of    

a cloud  collaborate with other likeminded organizations to put up a 

working cloud. These types of clouds are called Community Clouds. 

Community clouds can either be aggregate public clouds or dedicated 

resource infrastructures. 

This type of cloud could be re-categorized into private or public 

community cloud.  Like few SMEs can pool their resources together to 

form a private cloud for their own personal use or in contrast somebody 

like Zimory [145] amalgamates resources from different contributors and 

resell the services outside. 

This type of cloud is still in the process of being fully realized, it has more 

thing in common with grid computing than in any other type of cloud. 

Although it still remains a vision in most of the cases but already we do 

see examples of Community Clouds like Zimory [145] and Right Scale 

[14]. 
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IV. Hybrid Clouds. In case of public cloud the different enterprises permits 

the cloud providers a part of their infrastructure, now this causes loss of 

control over resources, data and even management of code which in most 

cases is undesirable. Now to resolve such problems the concept of Hybrid 

clouds were conceived. This contains the right mixture of private and 

public cloud to enable an enterprise to retain preferred degree of control 

over the data, infrastructure and management as well as outsource the 

services and attaining capital expenditure. 

Today hybrid clouds are very few in the market, the only examples present 

in the market are IBM and Juniper who have pioneered the base 

technologies for the realization of hybrid clods. [4]. 

2.3.5 . CLOUD ENVIRONMENT ROLES 

In cloud environments, individual roles can be identified similar to the typical role 

distribution in Service Oriented Architectures and in particular in (business 

oriented) Virtual Organizations. As the roles relate strongly to the individual 

business models it is imperative to have a clear definition of the types of roles 

involved in order to ensure common understanding. 

I. Special Purpose Clouds. In IaaS a cloud, which typically originates from 

data centers have a ―general purpose‖ influence over the customer. In 

contrast to this, PaaS clouds tend to provide functionalities which are more 

specialized to specific use cases, this should not be confused with 
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―proprietariness‖ of the platform: proprietary data entails that organization 

of data and HMI (Human Machine Interface) is exclusive to the service 

provider and specialization entails making available extra use case specific 

technique. [4] 

Google App Engine provides specialized functionalities like precise 

competence for handling of distributed document management. 

Accordingly it could be anticipated that impending systems would provide 

further capabilities appealing individual user areas to compete in the ever 

evolving market scenario.  

Special Purpose Cloud is an augmentation over the regular cloud systems 

which impart extra devoted capabilities which are quite evident in today‘s 

products in the market. 

II. Cloud Providers are developers who provide clouds to the customer – 

either via dedicated APIs (PaaS), virtual machines or direct access to the 

resources (IaaS). It should be noted that hosts of cloud enhanced services 

(SaaS) are normally referred to as Service Providers, though there may be 

ambiguity between the terms Service Provider and Cloud Provider. 

III. Cloud Adopters or Software / Services Vendors are organizations who 

enhance their own services and capabilities by exploiting cloud platforms 

from cloud providers or cloud resellers. This enables them to provide 

services that scale up to dynamic demands particularly to new business 

entries who cannot estimate the uptake / demand of their services as yet. 
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The cloud enhanced services thus effectively become software as a 

service.[137] 

IV. Cloud Resellers or Aggregators are people who aggregates cloud 

platforms from cloud providers to either provide a larger resource 

infrastructure to their customers or to provide enhanced features. These 

relates to community clouds which the cloud aggregators may expose a 

single interface to a merged cloud infrastructure. They matches the 

economic benefits of global cloud infrastructures with understanding of 

local customer needs. They provide highly customized, enhanced offerings 

to local companies (especially SME‘s) and world-class applications for 

important European industry sectors. Similar to the software and 

consulting industry, the creation of European cloud partner ecosystems 

provides significant economic opportunities in the application domain by 

two ways firstly by mapping emerging industry requests into innovative 

solutions and secondly by utilizing these innovative solutions by European 

companies in the global marketplace. 

V. Cloud Consumers or Users make direct use of the cloud capabilities (cf. 

below) – as opposed to cloud resellers and cloud adopters, however, not 

to improve the services and capabilities they offer, but to make use of the 

direct results, i.e. either to execute complex computations or to host a 

flexible data set. Note that this involves in particular larger enterprises 

which outsource their in-house infrastructure to reduce cost and efforts 

(see also hybrid clouds).[137] 
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It is to be noted that future market developments will most likely enable the user 

to become provider and consumer at the same time, thus following the 

―Prosumer‖ concept, as already introduced by the Service Oriented Architecture 

concepts [3]. 

2.3.6. SPECIFIC CHARACTERISTICS / CAPABILITIES OF CLOUDS 

Cloud does not present a single individual technology rather it indicates towards a 

common provisioning model with superior capacity. So it is important to explain 

in detail these qualities. At the present moment there is a strong inclination 

towards identifying cloud as a new name to an old idea pertaining to the 

confusion among the cloud concepts and its relation to the PaaS/IaaS/Saas models 

as these aspects have already been attended to without the specific name of cloud 

being used. 

This section specifies a concrete capability associated with clouds that are 

considered essential (required in almost every cloud environment) and is relevant 

(ideally supported, but could be restricted to specific use cases) thereby 

distinguishing non-functional, economic and technological capabilities addressed, 

respectively to be addressed by cloud systems. 

I. Non-Functional Characteristic 

The non- functional characteristics signifies the quality and/or the properties of a 

system, not the particular technological necessities. The nonfunctional aspects of 

a cloud could be accomplished by numerous ways and could be deciphered into 
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many other ways which may create huge issues in compatibility and/or 

interoperability of different cloud system provider. Today interpretation of cloud 

differs mainly because of the non-functional aspects. [162,142]. 

II. Economic Significance 

Economic considerations are one of the key primary factors for the establishment 

of cloud systems in business. The principal advantage of a cloud system is its 

reduced input cost and effort by means of outsourcing and automation of crucial 

resources. But the tradeoff lies between the control and the effort. The more loss 

of control leads to less effort and vice versa. In case of private cloud precise 

calculations should be made in advance between benefit by cost reduction and the 

increased effort required for building and running such a system. 

III. Technological Aspects 

The main technological challenges that can be identified and that are commonly 

associated with cloud systems are: 

i. Virtualization is a concept which is much older and may be termed the 

initiation of clouds which hides the technological complexity from the 

user and gives enhanced flexibility (through aggregation, routing and 

translation). More concretely, virtualization supports the following 

features: 

a. Flexibility and Adaptability: by creating a virtual execution 

environment, the underlying infrastructure can change more 
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flexible according to different conditions and requirements 

(assigning more resources, etc.).[15] 

b. Ease of use: By keeping the complexity of the infrastructure 

hidden (including management, configuration etc.) virtualization 

makes it a lot more easier for the user for developing any new 

applications, also reduces the overhead for controlling the system. 

Infrastructure independency: in principle, virtualization allows for 

higher interaction by making the code platform independent. 

c. Location independence: services can be accessed independent of 

the physical location of the user and the resource. 

ii. Multi-tenancy is one of the most essential issues in cloud systems, where 

the location of code and / or data is normally unknown and the same 

resources may be assigned to multiple users concurrently. This affects 

infrastructure resources as well as data / applications / services which are 

hosted on shared resources but need to be made available in multiple 

isolated instances. Actually all information is maintained in separate 

databases or tables, but in more complicated cases information may be 

simultaneously altered, although maintained for isolated tenants. Multi-

tenancy implies a lot of potential issues, ranging from data protection to 

legislator issues[15]. 

iii. Security, Privacy and Compliance is acutely essential in all systems 

dealing with potentially sensitive data and/or codes.[26] 
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iv. Data Management is an essential part in particular for storage clouds, in 

it; data is flexibly distributed among multiple resources. Implicitly, data 

consistency needs to be maintained over a wide distribution of replicated 

data sources. Same time, the system also needs to be aware of the data 

location (when replicating across data centers) taking latencies and more 

particularly workload into consideration. As the size of data could 

possibly change at any time, data management addresses both horizontal 

and vertical aspects of scalability. Another important aspect of data 

management is in providing consistency guarantees. (eventual vs. strong 

consistency, transactional isolation vs. no isolation, atomic operations over 

individual data items vs. multiple data times etc.).[26] 

v. APIs and / or Programming Enhancements: These are essential for 

exploiting the cloud features. Common programming models requires the 

developer to take care of the scalability and autonomic capabilities, while 

a cloud environment provides the features that allows the user to leave 

such management to the system. 

vi. Tools are generally necessary to support development, adaptation and 

usage of cloud services. 

vii. Metering of all kind of resource and service consumption is essential for 

offering elastic pricing, charging and billings. It is thus a pre-condition for 

the elasticity of clouds.[54] 

It is up to debate whether the Internet of Things is related to cloud systems at all: 

whilst the internet of things will certainly have to deal with issues related to 
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elasticity, reliability and data management etc., there is an implicit assumption 

that resources in cloud computing are of a type that can host and / or process data 

– in particular storage and processors that can form a computational unit (a virtual 

processing platform). 

However, specialized clouds may e.g. integrate dedicated sensors to provide 

enhanced capabilities and the issues related to reliability of data streams etc. are 

principally independent of the type of data source. Though sensors as yet do not 

pose essential scalability issues, metering of resources will already require some 

degree of sensor information integration into the cloud. 

Clouds may further offer important support to the internet, for dealing with a 

flexible amount of data originating due to diverse sensors and ―things‖. Similarly, 

cloud concepts in scalability and elasticity might interest for the internet to better 

cope with dynamically scaling data streams. 

After all, the internet may gain a lot of insight from cloud, but there are no direct 

relationships between these two areas. There are however some similarities that 

should not be disregarded. Data management and interfaces between sensors and 

cloud systems displays some common features. 
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2.4. REVIEW ON DATA INTEGRATION  

2.4.1.INTRODUCTION 

Data integration is defined as the technique to integrate or collect data from 

different sources and merge them at one place and finally gives a virtual view to 

the users. The basic objective of an integration system is to amalgamate numerous 

information systems into one single unity, so that the user interacts apparently to a 

single information system. [75]. Integration of information systems seems to be 

necessary in today‘s world to meet business and consumers needs. There are two 

reasons for integration: primarily, to enable a single access point for information 

exchange and an integrated view. Secondarily, towards a particular information 

need, data from different information systems is accumulated to gain a more 

comprehensive basis towards the required need. 

There are so many applications that are benefited from integration. In Business 

Intelligence integrated information is required for generating different reports and 

for executing queries. The CRM (Customer Relationship Management) is another 

example of a field where extensive requirement of integrated information is 

required to evaluate individual customers, business trends, sales, etc. to improve 

customer satisfaction. 

Integrated information of a company is presented in a personalized website which 

are normally called Enterprise Information Portals (EIP) which provide a single 

point of interaction for any information interchange. Lastly, in the area of E-
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Commerce and E-Business, an integrated information system acts as a facilitator 

as well as an enabler towards business transactions and services over computer 

networks [63]. 

Integrating multiple information systems creates a unified virtual view to the 

user‘s imperative of the number of system or location of the actual stored data. 

The users are offered a standardized logical view, which in reality is scattered 

over diverse data sources. To enable such a scenario the same data abstraction 

standards has to be maintained (unified global data model and unified 

semantics)[89]. 

Data integration is hard. The evidence is overwhelming. Every company we‘ve 

talked to about their data has data integration problem. It‘s not just the IT people 

that moan about it either, it‘s IT users too and the company executives. 

Everywhere data is almost in a constant mess throughout. Today we have a 

dedicated sector of the industry devoted towards data integration solution; it 

generates about $3 billion in revenue and its growing space. Aside from that there 

are probably billions more spent on in house data integration efforts whether they 

employ the whiz data integration tools or not [89]. 
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Figure 2.7:  Data integration chart 
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2.4.2. CHALLENGES OF DATA INTEGRATION. 

Basically, an information systems design normally does not keep provision for 

any type of integration, so the main job is to identify data and schema conflicts 

while integrating. So for integration adaptation and reconciliation functionality 

has to be applied to unite the conflicting data and schema. While the goal is 

always to provide a homogeneous, unified view on data from different sources, 

the particular integration task may depend on the following [161]:  

I. Architectural View: 

 It is the art of expressing a model or a concept of information for utilization in 

activities which requires explicit details of complex systems. The most common  

activities  in this sector are library systems, Content Management Systems, Web 

development, User interactions, Database development, Programming, Technical 

writing, Enterprise architecture and critical systems software design. As different 

information systems have different architecture, it becomes very difficult to 

integrate information from different architecture. [161, 75]. 

i. Content and Functionality of the Component Systems:  

Component systems of any architecture have contains different content 

and have different functionality which made it difficult to integrate [161]. 

ii. Source Wrapping:  

To access data sources on the Web, a crucial step is wrapping, which 

translates query responses, rendered in textual HTML, back into their 

relational form. Traditionally, this problem has been addressed with 
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syntax-based approaches for a single source. However, as online databases 

multiply, we often need to wrap multiple sources, in particular for domain-

based integration. 

iii. Semantic Data:  

A chief requirement of data integration systems is that the differences in 

the syntax and semantics of the underlying data sources should be hidden 

from the user. However, data sources are often independently created and 

do not easily interoperate with other sources. 

The rise of XML as a data interchange standard has led to a new era in 

which research has focused on semi-structured data. Although XML has 

provided a single interchange format, different users can model the same 

data in different ways, which can lead to heterogeneities at various levels, 

including the semantic level. Semantic heterogeneities can arise from 

entities being perceived differently.  

iv. Streaming Data: 

Now a day in scientific and industrial environments, the amount of data in 

form of heterogeneous streams is becoming one of the main sources of 

information and knowledge acquisition. Advances in wireless 

communications and sensor technologies have enabled the deployment of 

networks of interconnected devices capable of ubiquitous data capture, 

processing and delivery of such streams [89].  
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v. Large Scale Automatic Schema Matching: 

In the integration of heterogeneous data sources, schema matching 

becomes a critical problem. Basically as well as traditionally, the problem 

of matching multiple schemas has essentially relied on finding pair wise -

attribute correspondences in isolation. Schema matching is a basic 

operation of data integration and several tools for automating it have been 

proposed and evaluated in the database community. Research in this area 

reveals that there is no single schema matcher that is guaranteed to 

succeed in finding a good mapping for all possible domains, and thus an 

ensemble of schema matchers should be considered. Informally, schema 

meta-matching stands for computing a ―consensus‖ ranking of alternative 

mappings between two schemata, given the ―individual‖ graded rankings 

provided by several schema matchers [114]. 

vi. Construction of Global Schema:  

Schema here referred to structure data residing at a place has a structure 

different then other and integration of data from different structure proves 

to be difficult. 

a. Kind of info-this include alphanumeric data, multimedia data; 

structured, semi-structured, unstructured data. 

b. Available resources- time, money, human resources, know-how, 

etc. 
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vii. Understand Data Needs:  

It could be defined as the delivery of the right data to the right application 

in order to achieve the right business result. Primarily this is the main 

reason for which we tend to formulate corporate data centers and to ensure 

data moves to the appropriate location. Every change in data structure of 

any single unit has impact on the whole architecture of it.  

viii. Understand Business Timing Needs:  

The major contributing factor to any data process is the actual business 

activity for which it is required. Data is the most important asset owned by 

any company. It is IT's almost sacred duty to deliver the data where it is 

needed when it is needed [89].  

Data may have many target systems, some need the data in real time others, 

like the BI system, only require periodic updates. Therefore the integration 

solution must be able to handle batch and real-time activity.  

I. Integrate Master Data and Governance Rules:  

Where MDM solutions have been implemented then the MDM becomes 

the Centre of the hub for particular types of data. e.g., all customer data 

must be validated against the customer master. In this case customer data 

must be validated by the customer master before being forwarded to other 

systems that require the data. Thus data distribution can be a two-step 

process.  

 



Page 59 
 

II. Technical: 

Some of the most significant technical challenges of designing an 

application integration environment involve identifying the technical 

needs of your solution and determining the combination of protocols and 

services that will provide for those needs. 

III. Organization Issues:  

An application integration environment is available in multiple 

departments in an organization. Staff in different department may choose 

to deploy application that will need to integrate with your application 

integration environment. 

There may be some kind of heterogeneity which includes differences in- 

1. Hardware and operating systems 

2. Data management software  

3. Data models, data semantics and middleware 

2.4.3. APPROACHES TO INTEGRATION 

I. Integration by Application: 

Process of bringing data from multiple application programs into an unified 

program. It is secured and orchestrated approach towards transferring & sharing 

of processes or data between different applications within the enterprises. This is 

applicable for small number of component systems and application become as the 

number of systems interfaces and data formats integrate [161]. 
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a. Benefits:  

Application integration allows the application to introduced into the organization 

more efficiently for faster work and more accessibility at a lower cost. It allows 

you to modify the business processes as per the requirement of the organization. 

Providing so many channels for organization where they interact with each other 

and get integrated. 

b. Technique: 

There are two models which increase the efficiency of application integration. 

i. Point To Point Model:  

It is decentralized structures in applications communicate directly with 

each other applications. This is most useful for organizations where they 

few applications with small number of sources. 

ii. Integration Hub Model:  

In this an integration hub is placed between the applications at there each 

application is interact or communicate with it rather than communicating 

with each other. Application needs only a interface and connection to the 

integration hub, when a new app are introduced you do not need to rewrite 

the interface. 

c. Requirement for Application Integration: 

It provides common interface through which application can communicate with 

each other. There must be strong connectivity between the platforms to avoid any 
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disturbances. A common set of process and services rules should be used to insure 

consistency and reuse of integration services. Be capable of reusing the existing 

transport protocols that already exist in the enterprises. 

II. Common Data Storage: 

Data integration can be done by transferring data into new data storage. Usually it 

provide fast data access and easily understandable by users. If in some case local 

data sources are retired or damage, the application used by them is moved to new 

data storage .a common data storage have been refreshed periodically so that the 

local data sources remain functional and easily accessible for the user [75]. This 

type of integration is successful in organization as it increases accessibility among 

the people working in any organization. 

a. Benefits: 

As data is stored is stored at one place so it is easy for data mining. It reduces the 

cost and time to produce input formats provide the basis for consistent database 

reuse. It reduces the risk of errors caused by formats conversion failures. Data 

storage makes it easier to test and compare results of different federations. 

b. Technique: 

Data warehousing is an approach towards realization of a common data storage 

and integration. Data is extracted, transformed, and loaded (ETL) into a data 

warehouse from several mostly heterogeneous operational sources. On this data 

different analysis tools could be implemented e.g. OLAP, OLTP. 
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Another common storage example is Operational Data Storage. In it ―Warehouses 

with fresh data‖ is constructed by ―Real Time‖ updates in local data sources to the 

data store. This further enables a real time data analysis process for decision 

support systems. Opposed to data warehouses, data here is neither cleansed nor 

aggregated. 

III. Uniform Data Access: 

It is defined as connectivity and controllability across various data sources in this 

data from all the sources which are developed in different structures, schemas, 

and architecture are accumulated at one place which is treated as virtual data. 

Since it is a time consuming process, thus data access, homogenization and 

integration have to be done at the runtime. Without it user face the difficulty to 

translate various data sources into the format supported by their application to 

provide a collective single view of data. 

a. Benefits: 

It is ideal for application developers, software vendors and solution providers. 

Increase in the consistency in data accessing, accessing of become easier 

anywhere in the enterprise. Open to each and every person within an organization. 

Editing can be done to a data without interrupting the normal state of data. It can 

improve the use of all assets – hardware, software and people. 
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b. Techniques: 

In this process mediated query system is implemented as a solution to a single 

point for read only querying access to various data sources. These sends sub-

queries to local data sources and are then combined at local query results. 

P2P integration (peer to peer) –It is a decentralized approach where data is 

mutually shared and integrated at every peer location. This is entirely dependent 

on integration functionality available at all the peer location. 

FDBMS- Federated database systems (FDBMS) try to achieve a uniform data 

access solution by integrating data from underlying local DBMS into a logical 

layer. Federated database systems are fully functional DBMS. They normally 

have their own data model, global transactions, global queries support as well as 

global access control. Usually, the five-level reference architecture is employed 

for building FDBM [77].  

Portals are personalized access ways to an uniform data access for information on 

the internet or intranet where each user is provided with information tailored to 

his information needs. Usually, web mining is applied. 

IV. Manual integration: 

Here users are directly interacting with relevant information systems and 

integration can be done by selection of data from various data sources. As data 

has been developed at different structure and architecture it seems to be easy. We 

have to deal with different user interfaces and query languages. Detailed 
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knowledge on location of data is necessary as we have to take specific data for 

integration. A logical data representation needs to be very accurate while doing it. 

Logical data length can be 1, 2, 4 or 8 bytes in length. One another important 

thing Data semantics should be there means connection of database to the real 

world outside the database or mapping between an object modeled represented 

and/or stored in an information system. 

a. Benefits: 

The basic benefit of this type of approach is its accuracy, and adjustability to any 

type of requirement. In any place where high resolution and accuracy of data is 

required or the data has an irregular pattern it is the most convenient and 

appropriate approach for data integration. 

b. Techniques: 

It requires writing of large numbers of programs/queries, or some existing 

programs are required to be modified for further customization of the program as 

the requirement may be. The most labor intensive part of manual integration is 

data mapping. In data mapping a point to point approach is required, which an 

operator has to manually find and map different data, before the integration could 

be possible. All this can lead to increased complexity with the addition of every 

new data source. On the downside it costly, time consuming, and error prone. 

Since the inception of the concept of DBMS one of the major problem which has 

been dogging database design is to build a database structure with respect to the 
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heterogeneous user environment, applications and diverse data requirements are 

satisfied simultaneously.  

For manipulation and operation of database the management system requires a 

definition, this definition is stored in the form ―Schema‖ This schema is also 

defined as the intension of the database. Instances or occurrences are the actual 

values of data in a given database. 
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Figure 2.8:  Manual Data Integration Process 
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2.5. INTRODUCTION TO EXPLORATION & PRODUCTION DATA 

ORGANIZATION. 

The advancement in information technology has provided with an exceptional 

volume of data. As a matter of fact data has become the life sustaining paradigm 

of any oil and gas company today. From allocation of sales, production to 

designation of the location of the any drilling all the decisions are established on 

pure data. But in case of realization of competitive advantage, the concern is not 

the amount of data available to a company, but how efficiently it is able to exploit 

the available data to gain business intelligence and operational knowledge. Thus 

data management is a paramount concern extending over every discipline within 

the modern exploration and production establishment.  

2.5.1. BASIC DATA INTEGRATION CHALLENGES IN E&P SECTOR. 

With few exceptions, respondents agreed on a common set of challenges facing 

integration solutions, including:  

I. Absence of naming conventions and universal standards;  

II. Information Silos;  

III. Absence of a common integration framework 

IV. Inconsistency in quality and gaps in data;  

V. Enormous amount of data;  

The above mentioned problems of inefficiency, obstacles not only have technical 

but also cultural aspects. The prevalent problem which dogged the entire E&P 



Page 68 
 

industry since its inception is the amount of data and silos of those data. Another 

major problem which is contributing to proper integration of data is the 

standardization of naming convention. In this research the main aim is to 

standardize the main data integration architecture so that seamless data integration 

occurs imperative of their location, heterogeneity or place of origin. 

Upstream segment of oil & gas industry are basically divided into three primary 

areas that mutual collective information interest and consequently a requirement 

to exchange information. Those three domains included:   

i. Administration: Consisting of Accounting, management reporting, regulatory 

compliance – Utilizing production information to realize tactical and long-term 

strategic business decisions.  

ii. Production: Consisting of Production, accounting/allocation, Process control, 

and Asset management – Applying real- time information to enhance production, 

better manage assets, and arrange well maintenance.  

iii. Subsurface activities: Consisting of Seismic, well analysis, modeling – 

Applied on geophysical and geological (G&G) information.    
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2.9. Upstream Domain Classification 
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There are sources of value in exposing production information to stakeholders 

across these three functions, for a variety of good reasons.   

The Exploration and Production (E&P) sector can be divided into three basic 

decision making scenarios. It normally depends upon the response time taken to 

act after a certain incident. The incidents which might occur are divided into two 

categories namely (i) Planned and (ii) Unplanned in every decision scenario. The 

planned occurrence is well thought out procedure which has a greater time to 

respond and thoroughly planned to a schedule. Unplanned occurrence of any 

event is much more complicated and could lead to huge monitory losses or can 

even lead to loss of life. The more is the response time the amount of loss is 

increases proportionally, or if a wrong decision is taken in a hurry it might 

aggravate the situation. So it is highly prudent to have a system which would be 

able to provide correct information to the correct person at an optimized time.[70] 
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Figure 2.10. Area of work 
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Namely they are defined as operational, tactical and strategic.   

 Data Type Volume of Data 

Operational  Highly Structured Detailed and Huge 

Tactical Structured & Semi-

structured  

Medium 

Strategic  Semi & Unstructured Highly condensed   

Table 3.1: Operational Data Types[70] 

Operational: 

Data generated and processed during the day to day operations of exploration and 

production centers. These operational decisions have a really short response time 

ranging from minutes to hours. The table given below describes the operations 

which occur in the process.  
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Exploration 

Operational Activity Activities Leading To Data 

Handling 

Remote sensing survey Remote Sensing Satellite & Low 

Flying Aircraft Images 

Seismic survey  Onshore sites and 

marine resource areas 

 Possible onshore 

extension of marine 

seismic lines 

 Onshore navigational 

beacons 

 Onshore seismic lines 

 Seismic operation camps 

Exploratory Drilling  Access for drilling unit 

and supply units 

 Storage facilities 

 Waste disposal facilities 

 Testing capabilities 

Production    Wellheads  

 Advanced recovery 

techniques 

 Flow lines 

 depleted Separation / 

treatment facilities 

 Oil storage 

 Facilities to export 

product  

 Flares 

 Gas production plant 

Table 3.2: Operations for Exploration & Production [70] 
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Tactical. 

Tactical decisions have a response time varying from days to weeks. It mostly 

consists of minor to semi major problems of day to day activities, but impact of 

those decision needs authentication from local administration to central 

administration. 

Since the inception of the concept of DBMS one of the major problems which 

have been dogging database design is to build a database structure with respect to 

the heterogeneous user environment, applications and diverse data requirements 

are satisfied simultaneously.  

For manipulation and operation of database the management system requires a 

definition, this definition is stored in the form ―Schema‖ This schema is also 

defined as the intension of the database. Instances or occurrences are the actual 

values of data in a given database. 

 Logical schema contains logical specifications like groupings of attributes and 

relationships among these groupings. Whereas as physical specifications like 

ordering, access to records, indexes, and physical placement. The database design 

is distinguished based on these physical and logical schema design. Logical  

schema design  involves  the  problem  of  designing the  conceptual  schema  and  

mapping  such a  schema  into  the  schema  definition  language  of  a specific  

DBMS.  In Figure 1 the phases of database design is represented in graphical 

format.  The different phases of database design are as follows. 
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1. Requirements Specification and Analysis. 

The primary specifications of the requirements of various information for 

a particular person, user groups or an organization is analyzed for 

identification and quantification are done.  

2. Conceptual Design.   

Conceptual design of a schema is modeled in this phase to represent the 

applications‘ and users‘ views of the required specification of the 

processing or utilization of information.  

3. Implementation Design.   

Conversion of conceptual to logical schema of a DBMS is described as 

implementation design. Logical database design is described as the result 

of second and third phases.  

4. Physical Schema Design and Optimization.   

For optimization of performance in accordance to a set of transactions the 

logical schema of a database is mapped to stored representation, this is call 

physical schema design and optimization.  

Typically,  the  application  design  activity proceeds  in  parallel  with  database  

design. Hence,  Figure  3.3.  also  shows  specifications related  to  applications  

as the  outputs  of  the last  two  phases. As  shown  in  Figure  3.3, the  activity  

of  view integration  can  be  performed  at  several points  of  the  database  

design  process.  It usually is performed during conceptual  design.  In  that  case,  

its  goal  is  to  produce  an integrated  schema  starting  from  several  application  

views  that  have  been  produced independent1y.[70] 
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2.5.2. TYPES OF DATA INVOLVED IN E&P SECTOR. 

I. Geological Data: 

Geology is basically the study of earth‘s features and properties. In Greek ―gê‖  

means Earth and ―logas‖ means study, it is the study of rocks for its composition 

their process of change of properties e.g. igneous rocks after a long time of 

exposer to pressure and temperature changes into metamorphic rock which has 

totally different properties than the former igneous rocks.[161] 

Geological study is paramount in case of finding hydrocarbon, mineral or for 

detection of ground water. Geological data may consist of bottom sampling, 

shallow coring, stratigraphic analysis, rock formations etc. 

 

 

 

 

 

 

 



Page 77 
 

 

 

 

Figure 2.11. Rock Cycle [161] 
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II. Seismic Data/Geophysical data: 

Seismic data is acquired through a process of seismic survey. This is based on the 

physics principal of reflection of sound wave to determine different layers of 

earth‘s subsurface layers. In this method a controlled artificial seismic wave is 

generated through explosion of dynamite, ―Tovex‖ a type of air gun or a thumper 

machine which converts mechanical energy into seismic wave called ―Vibroseis‖. 

[151] 

Seismic wave are basically synthetic mechanically generated sound waves which 

are regulated by acoustic impedance of the medium through which it travels, in 

this case which is Earth. The acoustic (or seismic) impedance, Z, is defined by the 

equation: 

, 

where V is the seismic wave velocity and ρ (Greek rho) is the density of the rock. 

The earth crust is made of different layers of rocks each of which has a different 

density, when acoustic or sound wave is incident on these layers some part of the 

wave penetrates the layer and the other part gets reflected. These reflected rays 

are received by devices known as ―Geo-phones‖ placed at strategic locations. In 

this process the components like time taken by the waves to travel from source to 

destination is measured, the velocity of the acoustic wave is known and with these 

knowledge the image of the subsurface is reconstructed by the geophysicists. 
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Other types of geophysical data consist of gravity and magnetic survey. These are 

conducted by gravity meter and magnetometer respectively.  The magnetometers 

are of two types, with a single sensor for the measurement of the total magnetic 

field strength and with multiple sensors for gradient measurement of magnetic 

field.  
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Figure 2.12. Seismic Survey Image [151] 
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III. Drilling Data 

Drilling is a precise process by which an insertion is made into the earth surface 

to find hydrocarbon. When a potential geological structure is recognized, 

confirmation of the presence of hydrocarbon is possible only through drilling a 

borehole into the earth surface, this type of bore hole is known as ―exploration 

well‖. In drilling process the different types of data which are required to be 

collected and processed in this method of drilling consists of Directional drilling / 

Geosteering, Drilling fluid invasion, Tracers, Underbalanced drilling, etc. 

[161,151] 

IV. Well Log Data  

The comprehensive documentation of the geological formations infiltrated by a 

bore hole is known as ―Well logging‖ or borehole logging. The record or log 

could be generated by two different processes, viz. Geological (when the log is 

generated through visual assessment) and Geophysical (when log is generated 

through measurement of physical properties of the sample by instruments). Well 

logging can be done during any phase of a well's history; drilling, completing, 

producing and abandoning. Well logging is performed in boreholes drilled for 

the oil and gas, groundwater, mineral and geothermal exploration, as well as part 

of environmental and geotechnical studies.[152] 
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Figure 2.13. Well Logging Data [152] 
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The different types of logs maintained for this process are as below: 

a) Gamma ray logging 

b) Spontaneous potential logging 

c) Resistivity logging 

d) Density logging 

e) Sonic logging 

f) Caliper logging 

g) Mud logging 

h) LWD/MWD (Logging while Drilling/Measurements While Drilling) 

i) NMR Logging (Nuclear magnetic resonance ) 

V. Production/Reservoir Data. 

Naturally occurring hydrocarbons sometimes accumulates inside porous rocks 

inside the subsurface of the earth forming a pool, this is addressed as petroleum 

reservoir, or oil and gas reservoir. Reservoirs are found using hydrocarbon 

exploration methods. [152] 
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Figure 2.14. Reservoir Simulation Image [152] 

 

 

 

 

 

 



Page 85 
 

2.6. REAL-TIME DATA INTEGRATION. 

2.6.1. INTRODUCTION 

―Real-Time‖ doesn‘t have a definite or a single definition so it entirely depends 

on the realization of the requirement of the business an organization is handling.  

‗Real time‘ could be defined in the following ways:  

1. To achieve zero latency in a process  

2. Any time access to information by a process whenever required. 

3. The process is able to provide information to the management whenever 

and wherever it is required. 

4. To be able to derive key performance measures which communicates to 

the situation at the present point in time and not just to some historic 

condition.  

Taking into consideration of the above given point a real time information system 

enabling traditional decision support but the extraction and processing of data 

from the operational management systems is done with zero latency and     Based 

on these descriptions, RTBI provides the same functionality as the traditional 

business intelligence, but operates on data that is extracted from operational data 

sources with zero latency, and also makes it possible to provides means to 

promulgate measures back into the business processes in real time.  
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Explicitly, real time information system comprises of:  

1. Real-Time delivery of information,  

2. Real-Time modeling of data,  

3. Real-Time analysis of data,  

4. Real-Time implementation of decisions derived from the available 

information.  
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Figure 2.15. Current organization of data 
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2.6.2. CURRENT WORKFLOWS AND PROCESSES INTEGRATION 

Almost every chief E&P Company follows analogous workflow process for 

transmitting production data en route for office. Additionally there are 

homogeneous array of infrastructure and applications which support are aligned 

with projected workflows to acquire and supply production data into enterprise 

systems like SAP or JD Edwards. The main objective is to augment automation 

and diminish time and labor costs from work processes while obtaining timely 

production information from the field. 

.An alternative way of classification is bifurcation of technical and financial 

sectors. Technical systems consist of Real-time systems like SCADA and DCS 

which pertains basically to production operations. This information is utilized to 

plan and schedule well workovers. The financial department hardly requires this 

technical information but needs to concentrate on the market scenario and price 

dependency derivatives.   

In the next chapter the designed architecture and algorithm is given as a solution 

of the problem discussed in the first two chapters of the thesis. It also contains the 

testing scenario and discusses the results of the software developed for testing 

purpose of the developed algorithm. 
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CHAPTER 3 

REAL TIME DATA INTEGRATION ARCHITECTURE 

(RTDIA) 

This chapter defines the design and components of the proposed architecture for 

the fulfillment of requirements to attain a real time data integration environment. 

The later part of the chapter deals with the algorithm developed for the 

identification and integration of data from remote data bases into the central data 

warehouse and the software developed for testing of the algorithm. 

3.1. REAL TIME DATA INTEGRATION ARCHITECTURE.  

The basic idea behind designing a ―Real Time Integration Architecture‖ is to 

provide flawless conversion of data to information and that back into action. In 

the current E&P data integration and processing sector two major bottle-necks 

have a slowing down effect on the system which creates a barrier for achieving 

the goal. Contemporary architecture suffers primarily from improper data 

identification and then an inefficient data integration system in the E&P sector 

which leads to a huge loss of time, skilled manpower and sometimes to loss of 

precious natural resources. Although the E&P industry has highly skilled human 

resource available for the analysis part but the above stated problems of data 

integration are a constant source of hindrance.  
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Figure 3. exemplifies the current scenario of the E&P industry‘s information 

management system. RTDIA‘s basic objective is to diminish resistance and 

enable data integration between operational, tactical and strategic levels of 

process control. Fundamentally the two objective of the architecture would be: 

I. Capability to deliver value addition. 

 In the current scenario companies are not only hindered by less resource, 

extremely constrained time line but also has to deliver higher throughputs. To 

dispense enhanced outcome faster, G&G and engineering departments requires 

deliberating on their domain works and not on finding and processing of data. 

Highly skilled workforces are costly to come by, so it is vital that their work hour 

is properly utilized.  

II. View Integration.  

To understand the proper and correct working scenario requirement of an 

integrated view which divulges pertinent information at a single view is 

overriding. e.g. in an exploration situation, the comprehensive outlook must 

comprise of tornado analog well production histories, charts that measure risk,  

rock properties, rig schedules, log files, and other variables relating to the 

prospect in question.  

The concept of this research is to implement recent technological enhancement to 

device an architecture which would be able to eliminate manual intervention 

existing in current systems and automate both the flow of information from 
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operational to tactical to strategic layer, representing data to the information stage, 

and the actions necessary to translate strategic objectives back to operational 

drivers to effect strategic decisions in real time.     

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Page 92 
 

 

 

 

 

Figure 3.1. Architecture I [Upper Layer]. 
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The expanded form of the lower level of the architecture is described in an 

expanded form in figure 3.6. in this chapter. 

The above given figure describes a real time data integration architectural 

overview the more prevalent integration tools are basically inert in nature and 

their sole purpose is to accommodate reports and dashboard     Current BI tools 

are mainly passive and their objective is to cater for the information consumer by 

providing reports or at most dashboard-like monitoring of various business 

processes. With an real time architecture in the information management system 

which allows effective and seamless integration throughout heterogeneous 

systems the process of data organization and extraction of operational information 

for decision support systems would become a effortless procedure and proper 

attention could be given to functioning of control processes. The architecture 

needs a smart algorithm to converge the data flow from the physically distributed 

system. The algorithm needs to be able to efficiently identify the requirement 

from intelligent metadata repository as well as a rollback schema as a failsafe 

backup. 
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Figure 3.2. Expansion of “Lower Layer” Architecture 
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3.2. THE LOWER LEVEL ARCHITECTURE (EXPANDED). 

The best solution for any problem is the simplest one. In the above depicted 

architecture the base platform of all real time data generation like SCADA system 

is based over a cloud platform, which in turn will provide a highly virtualized 

environment to enable unimpeded communication among the different 

heterogeneous data sources. With cloud storage platform the most inconvenient 

problem which has dogged illustrate E&P industry till date, of heterogeneous 

source databases for integration would invariably reduce the time and effort for 

preprocessing of data required before diverse database integration. 

There are two types of logical data marts designed in the architecture above 

I. Dynamic Logical Data Marts. (Part-I of the figure): 

As the name illustrates, the data marts/ specific sector data warehouses 

which varies with time is defined here as dynamic logical data marts. 

The time variant databases are the real time data generations processes 

where the type and definitions of data remains constant over time but 

the value changes with time which is ultimately required for any further 

processing for Business Intelligence. These databases contain just the 

day to day values generated by the different operational processes which 

transpire everyday in course of exploration and production of 

hydrocarbon. e.g. exploration data marts, production data marts, drill 

data marts.  

 



Page 96 
 

II. Static Logical Data Marts. (Part-III of the figure) 

The specific databases which remains constant over time like the 

definition/schema of a database is defined as static logical data marts. 

They basically consists of two parts the  

a. Meta Data Repository 

b. Archival Data Repository. 

Although these databases are not static over time in the real sense but 

the time span before which anything changes in these databases occurs 

is quite big, so these databases can safely be affirmed as static. 

a. Meta Data Repository: 

It contains critical information about the data units which are 

stored in the dynamic data marts which works in real-time. The 

basic definition of every data units has to be well defined 

without any ambiguity as this could lead into data 

identification problem which will further cause significant loss 

in time for data integration which is the main aim of the 

research. 

b. Archival Data Repository 

It is separate database created for storage of historical data for 

reference purpose, or for different trend analysis. The storage 

could be in different media thus the identification and 

extraction of these data could vary from seconds to hours 
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depending upon the category of information as well as the type 

of media it is stored in. The storage media normally could be 

detachable magnetic cartridge, online hard drive or robotic tape 

drives. The data is segregated according to the requirement and 

importance and divided into these different storage media. 

3.2.1. DATA INTEGRATION LAYER (Part-II of the figure). 

The main conception of this architecture is the smart data integration layer. 

Customarily this amount of data is handled through ETL processes which are an 

extraction, transformation and loading tool which wheedle out data from different 

data marts and load into the central data warehouse for any type of analysis 

purpose. But ETL tools have their own pros and cons as discussed in chapter 2 of 

this research report. The designed algorithm as stated later in this chapter works in 

simple steps by identifying the data vertical by its asset-id, then brings in all the 

related data to the HANA database and creates a table in the In-Memory. From 

the In-Memory database  table different slicing and dicing of data is performed 

according to the requirement  

I. Benefits:   

1. Unified Data Layer:  

A collective meta-data repository configuration amalgamates data access by 

establishing a virtual warehouse view of every required distributed data so 
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that users, in spite of their departments, have entrée to the same values and 

sources.  

2. Streamlined Processing Cycle:  

Logical data integration through a source description generator brings a 

simple streamline structure to the flow of data from the heterogeneous data 

sources to the data warehouse. The link created between a unified meta data 

repository and the data source makes it absolutely seamless processing and 

integration system.  

In this designing attempt effort was to design an optimum architecture which 

would be able to handle the humongous pressure created in an E&P company 

and still be able to provide data in a real time scenario. The heart of this 

architecture is the data identification and integration algorithm. 

3.2.2. HANA DATABASE. 

Semiconductor memory is by far the fastest type of memory available today and 

with the increasingly depreciating price of semiconductor main memory (RAM) it 

is now financially feasible to have large arrays of RAM for high speed processing 

of colossal volumes of data. HANA Database enables the user to utilize the high 

speed of semiconductor drives as well as multi core processor to give ultimate 

proficiency in data analysis and transaction. The SAP HANA supports relational 

data, graph and text including semi and unstructured data as well contained in the 

same system making it the most effective option for the current problem. SAP 
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HANA is also cloud enabled which makes it easier to incorporate in the above 

described architecture. HANA being 100% ACID(Atomicity, Consistency, 

Isolation, Durability) compliant making it one of the most reliable Database. 

[46,116] 

In the below given figure 3.3 and figure 3.4 the HANA architecture is depicted in 

two stages. The figure 3.3 describes the base architecture of HANA database. In it 

basic form, it shows three basic component of In-memory computing.  The first 

part consists of the distributed databases from where the data is retrieved and 

brings it into HANA. The third component is the BA/BI tools which communicate 

to the high speed memory to for further processing of data.  

Figure 3.4 depicts the different components which and how it communicates with 

the HANA engine. Basically the distributed databases are accessed by the 

developed real-time algorithm as well as the metadata repository through high 

definition file servers. The extracted data is then brought onto the HANA engine 

through a Sybase replication engine without making any changes in the primary 

data source and creates a table which is accessed by any integrated BI tools, 

making it highly agile and effective tool for real-time data operations.  
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Figure 3.3. Basic Data Flow Diagram of HANA 

 

 

 

Figure 3.4. Component Diagram of HANA Engine 
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3.3. IDENTIFICATION & INTEGRATION ALGORITHM. 

3.3.1. INTRODUCTION. 

The required algorithm should not only be able to identify the proper data faster 

and extract it to the HANA database to make the system real-time compliant. The 

algorithm stated below tries to find an optimum solution for the present problem 

by approaching a three dimensional table concept and bring in the required 

datasets into the HANA database uniquely identified by their Asset-ID. The 

algorithm then applies different association rules to be able to find the required 

output in real-time scenario.  

This enables a continuous real time data extraction and integration of E&P data 

into the in-memory HANA Database for further processing and analytics. 

Through this process the basic problem identified in the beginning of the research 

of manually locating and extracting data for different analysis would be converted 

to automatic, convenient and highly accurate.       

3.3.2. DATA MODEL. 

When we are handling petabytes of data the problem is the huge amount of time 

consumed in serial processing which normally may run in hours or even days. To 

handle the problem the algorithm should be able to implement parallel processing 

as the amount of data to be handled runs into petabytes normally.  
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To enumerate the other properties of the algorithm which are required to enhance 

the throughput of the system are given below. 

1. Requirement of extremely high read/write operations 

2. Economical scanning of data sets and subsets 

3. Proficient large scale joining of datasets through one-to-one and one-to-

many relationship. 

4. Keep record of change of datasets over time through ―time-stamping‖. 

 

3.3.3. STORAGE SYSTEM. 

The storage system could be described as a light, multi-level, distributed sorted 

map. The map in question is indexed three ways to make an efficient and fast 

identification and retrieval of data. Indexing is done by row key, column key and 

timestamp. 

I. Rows: 

The row key can be defined as an atomic integer in any case of the number 

of column being written or read in that same row. This gives efficiency to 

the identification of data in spite of presence of concurrent updates to the 

same row. 

Row keys are essentially the ―Asset ID‖ of the exploration or production 

unit. It is given to be able to identify uniquely each source of generated 

data. In exploration and/or production weather it is a production well or 

exploratory well it is called an asset and given a unique ID which is called 
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Asset ID. This enables reduced communication with time and interaction 

with a limited number of systems.. The search algorithm first refers to the 

row key as per the request made by the client, the master indexer contains 

the location of the required row key mapping to get the data at a higher 

rate of access. 

II. Column:  

Column keys are assembled into sets identified as “column genus”, this is 

the basis of access control. In a column genus same type of data is stored 

(e.g. electric log, gama log, etc). The column genus has to be separately 

generated before data can be stored in it. The number of genus is kept low 

and less susceptible to any change during the different operations. 

A column key consists of ―Genus + ID‖, the ID is an arbitrary integer. The 

genus is a name of the database type in which it is saved (e.g. Oracle, MS-

SQL, MySQl, etc) and the ID is given to any particular database. The ID 

also enables an anchor to figure out the location of the genus. 
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Figure 3.5. Structure Of Data Model-1 

 

 

Figure 3.6. Structure Of Data Model-2 
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III. Timestamps: 

The indexing is done by timestamps to enable multiple variants of the 

same data. In an electric log sample in a particular location varies with 

time and that is required to understand the current scenario of the reservoir 

and compare it with the former one so that a prediction could be made 

accordingly. The timestamp is generated by the synchronized system 

through the database. The indexing by the timestamp is done by 

descending order so that the most recent data is kept at the top which is 

read first. 

 

3.4. DATA IDENTIFICATION AND ASSOCIATION ALGORITHM. 

Algorithm 1: 

// create table in HANA 

1. Create Table *T = OpenTable ("Virtual table Name in HANA"); 

2. Row Mutation rl(T, "asset id"); // Write a new anchor and delete an old anchor 

3. rl.Set ("anchor:Asset ID", "376594"); 

4. rl.Delete("anchor:12345"); 

5. Operation op; 

6. Apply (&op, &rl); 
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In this algorithm the basic table is created in the HANA database and the table is 

populated from the source remote database. 

Algorithm 2: 

//Row mutation r1 algorithm 

//Merging of  two partial tree for virtual organization in HANA 

Input: Tl and Tr {two input partial trees } 

Output: Tm {merged partial tree} 

1. k ←the least key in Tr 

2. hl ← GetHeight(Tl) 

3. hr ← GetHeight(Tr) 

4. hmin ← GetMin(hl,hr) 

5. if hl ≤ hr then 

6. lm ←the left most node in Tr at hmin 

7. add k to lm 

8. merged ←merge the root of  Tl and lm 

9. return Tm ← Tr 

10. else 

11. rm ←the right most node in Tl at hmin 

12. add k to rm  

13. merged ←merge the root of Tr and rm 
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14. return Tm ← Tl 

15. endif 

This algorithm performs row mutations in HANA database to created the required 

primary table on which further operations are performed.   

Algorithm 3: 

//User input required 

1. Anchor  Asset ID 

2. D  data type required 

3. R  Range of Time Stamp 

4. C  Association condition for data 

These are the user inputs which are received from the user interface. 

// Read Data from Table in HANA 

1. Scanner scanner(T); 

2. ScanStream *stream; 

3. stream = scanner.FetchColumnFamily("Anchor"); 

4. stream SetReturnAllVersions(―R‖); 

5. scanner.Lookup("D"); 

6. for (; !stream Done(); stream  Next()) { 

7. printf("%s %s %lld %s\n", 

8. scanner.Anchor(), 
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9. Stream ColumnName(),  

10. Stream  Timestamp (), 

11. Stream  Value ()); 

} 

Algorithm 4:  

// Searching for null value in the streamed data 

1. For all  streamed data 

2. If  D(value) =   

3. Delete from stream rl. 

4. Else 

5. Send D to Procedure (C). 

6. End If.  

// procedure association  

1. If  C ≠ 0 

2. Apply C on Stream rl  

3. print Output 

4. else 

5. Print rl 

6. End If   
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3.5. WORKING OF THE ALGORITHM. 

The above given algorithm basically works in two stages to form a table, in the 

first stage it accepts the asset-id from the user and creates a table in the HANA 

database by pulling in data from all the remote databases where the asset-id is 

common, and then the different rows are joined together to form the base table 

which contains all the different tables of an asset together. Next part creates a 

snow flake schema in the database for handling of three dimensional data as 

shown in figure 3.8. then further processing of data is performed according to the 

user input described in the algorithm.  

3.6. IMPLEMENTATION OF THE PROPOSED ARCHITECTURE. 

In the formal circumstances the architecture of the whole architecture is out of 

question for any E&P company, so the way out is to be able to modify the 

existing architecture in a way that neither it causes an abrupt shutdown of the day 

to day business nor require a huge investment for a parallel infrastructure. Thus 

the architecture has to be such which needs to be able to incorporate the existing 

hardware in such a way that it does not create any disturbance during the 

procedure of implementation. This could be easily possible for this architecture 

because of two reasons, primarily of the cloud storage which could incorporate 

any type of software as well as hardware which are already in action and secondly 

a light and agile algorithm which is able to communicate to any type of system at 

a very high speed with minimum failure rate.    
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3.6.1. THE DATA IDENTIFICATION SCENARIO. 

In the industry today the different ways to associate data is by asset-id, field-id, 

etc which is described in figure 3.7. as given below. This leads to ambiguity in the 

data identification process and loss of time. The standard process could feature 

any one of them which could relate to any other of the components. This not only 

reduces ambiguity but loss of time. Under certain condition, if it is required to 

find the associated data with something else other than Asset-ID, it could also be 

achieved by the relationship with the Asset-ID. So ultimately it does not create 

any inadequacy in the system. 
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Figure 3.7. Data Relationship 
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3.6.2. SOFTWARE WORKING DESCRIPTION. 

The developed software is a prototype to act as a technology demonstrator; it is 

not a fully fledged deployment package. This software demonstrates the 

successful working of the algorithm designed for the solution of the problem at 

hand. It is not in any way made to handle each and every aspects of E&P data 

manipulation in its current condition. Due to the constrained time and funds, 

developing such a package is beyond the scope of this work. But the basic 

structure of the software is well grounded and tested to work efficiently as 

expected. So any further work could easily be based on this work without any or 

with a minimum changes. 

3.7.Testing. 

In this chapter the testing of the above algorithm is described. It discusses about 

the setup of the testing platform, the tables, the databases as well as the forms 

created. 

3.7.1. TESTING ARCHITECTURE. 

A scaled down architecture is designed for the testing purpose. The design of 

which is pictographically represented in figure 3.7. In this architecture for the 

convenience of understanding and monitoring of data integration three separate 

databases are created in MS-SQL Server 2010. These three data bases contains 

multiple table of the same table consisting of   
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1. Well Table 

2. Pressure & Temperature Table 

3. Production Table 

4. Steam Injection Table 

5. Assay Table 

6. Structure Table 

The components of the tables are same as would have happened if the databases 

would have been in three different locations of drilling. The concept here is to 

create a scaled down version of the real scenario.   
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Figure 3.8. Architecture of the Setup. 
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3.7.2. THE SETUP. 

The environment consists of two major components the databases are created in 

MS-SQL Server 2010 and the Human Machine Interface (HMI) is developed in 

Visual C++. The operating system used is Windows 7. 

The fields and the data types are of the three tables are described in the following 

three tables. The data entered in these tables are random numbers confirming to 

the required data types. This enables the system to be tested correctly as far as 

possible without infringement of any type of national and international law.    The 

tables are as designed below. 
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Figure 3.9. Primary Table Structure.  
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These are the six tables which to be created for testing purpose. The structure of 

these tables is described below. 

3.7.3. TABLE STRUCTURE. 

Fields  Data Type 

Asset ID Varchar2 

Co-ordinate -X Float  

Co-ordinate -Y Float  

Co-ordinate -Z Float  

Condition  Varchar2 

Type Varchar2  

Table 3.3. Asset  
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Fields  Data Type 

Asset ID VARCHAR2 

Drill Head ID VARCHAR2 

X FLOAT 

Y FLOAT 

Z DOUBLE 

MD INTEGER 

INCL FLOAT 

AZIM FLOAT 

DX FLOAT 

DY FLOAT 

TVD INTEGER 

Calc DLS FLOAT 

Time Stamp DATE-TIME 

Table 3.4. Well  
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Fields Data Type 

Asset ID VARCHAR2 

Cu (ppm) INTEGER 

AU FLOAT 

Interval (m) FLOAT 

Sample ID VARCHAR2 

Time Stamp DATE-TIME 

Table 3.5. Assay  

 

 

Field  Data Type 

Asset ID VARCHAR2 

Type  VARCHAR2 

α INTIGER 

β INTIGER 

Calc Dip FLOAT 
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Calc Dim FLOAT 

Time Stamp DATE-TIME 

Null value accepted  

 

3.6. Structure. 

Fields Data Type 

Asset ID VARCHAR2 

BWPD Integer 

Time Stamp DATE-TIME 

Table. 3.7. Steam Injection  

 

Fields  Data types  

Asset ID VARCHAR2 

well Integer  

Oil Production(BBL) Integer  

Oil Production cumulative 

(BBL) 

Integer  
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Gas Production(mcf) Integer  

Gas Production cumulative 

(mcf) 

Integer  

Time Stamp DATE-TIME 

3.8. Production  

 

 

Fields  Data types 

Asset ID Varchar2 

Record time Date Time 

Time elapsed Time  

Pressure (Psia) Float  

temperature Float  

comments Varchar2 

Table 3.9. Temperature & Pressure  
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The cube structure is as follows. 

 

 

Figure 3.10. Data Cube Structure. 

 

 

Figure 3.9. The star schema 

 



Page 123 
 

For processing purpose this star schema is created to handle the three queries by 

the intended software, the queries are as follows. 

The three questions to be answered by the system are 

1. Maximum producing oil well. 

2. Average water injection in a year. 

3. Minimum fluid pressure in the last quarter.s 
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3.7.4. THE FRONT END. 

Welcome To E&P Data 

Integration Architecture 

Asset ID
Select asset ID from drop down list from 

Asset master

Generate Table

 

Figure 3.12. User Interface 1. 

1. Query for generating list of asset_id 

SELECT ASEST_ID FROM  ASSET_MASTER 

For the button ―Generate Table‖.  
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Selected asset-id

Select Data 

Family

Drop down list of different tables

Select  Primary 

Components

Drop down list of column name

Association 

Rule

Drop down list  of different rules* next slide

Time & Date From To  

Result  

Select  

secondary 

Components

Drop down list of column name

 

Figure 3.13. User Interface 2. 

1. Query for “select data family” 

------ Code Start ---------- 

 

declare @val_to_search varchar(50), @column_name varchar(50) 

Select @val_to_search = ' DDH245', @column_name='Asset_ID' 

 

declare tbl cursor for  

select table_name from information_schema.columns where 

column_name=@column_name 

 

declare @tablename varchar(200),@qstr varchar(max) 

declare @datapen table(table_name varchar(200)) 

 

open tbl 

fetch tbl into @tablename 

while @@fetch_status=0 
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begin 

select @qstr='select top 1 '''+@tablename+''' from 

'+@tablename+' where '+ @column_name + ' =''' + 

@val_to_search + '''' 

insert into @datapen 

exec(@qstr) 

 

fetch tbl into @tablename 

end 

close tbl 

deallocate tbl 

select * from @datapen pen 

------ Code End ----- 

2. Query for Select primary & secondary component. (List of column name 

in a table) 

SELECT COLUMN_NAME,* FROM 

INFORMATION_SCHEMA.COLUMNS  WHERE TABLE_NAME = 

'selected table' ORDER BY ORDINAL_POSITION 

3.7.4.1. ASSOCIATION RULES. 

1. Minimum 

2. Maximum 

3. Sum 

4. Average 

5. Difference  
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3.7.4.2. QUERIES FOR ASSOCIATION  

1. Query for Maximum production 

SELECT Asset_ID, MAX(Oil_Production_Cumulative_BBL) FROM 

Production_2 group by Asset_ID 

2. Average steam injection. 

SELECT AVG (DISTINCT BPWD) FROM SteamInj_3 

3. Maximum pressure 

SELECT MAX(Pressure_PSIA) FROM Pressure_Temp_2WHERE Real_time 

>='2013-07-05 11:15:00.000' AND Real_time <='2013-07-05 12:10:00.000'. 

4. Minimum pressure 

SELECT MIN (Pressure_PSIA) FROM Pressure_Temp_2 WHERE Real_time 

>='2013-07-05 11:15:00.000' AND Real_time <='2013-07-05 12:10:00.000'. 

Questions to be answered 

The three questions to be answered by the system are: 

1. Maximum producing oil well. 

2. Average water injection in a year. 

3. Fall of fluid pressure in the last quarter. 
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3.7.5. WORKING OF THE SOFTWARE. 

To begin with data is entered as per the constraints given in the databases into all 

the tables in the three different databases. Then the update button is executed for 

inclusion of all those data into the central data warehouse to the predefined 

specific data bases created as per the requirement. 

Once the backup button is clicked it initiates another form consisting of start and 

stop button. This commences the Identification & Integration Algorithm; the 

algorithm looks into the different databases and equates the time stamp of the 

central data warehouse tables with the remote databases time stamp, if the time 

stamp of the remote database is greater than that of the central data warehouse. 

The algorithm generates an updated query automatically thus updating the data 

into the central data warehouse. 

3.7.6. THE BENEFITS OF THE SYSTEM. 

Here the salient features and the benefits of the designed system is enumerated 

below for clear understanding of the properties.  

1. Streamlined architecture. 

2. Utilization of existing hardware infrastructure. 

3. Easy integration of existing tools. 

4. Highly reduced cost of technology migration. 

5. Full control of the data flow. 

6. Implementation of cloud makes it highly platform independent.  



Page 129 
 

7. Very high throughput by utilizing in-memory computing and optimized 

algorithm. 

3.8. Results 

Within the constrained limits of the testing the algorithm shows expected output 

on all the aspects of data identification and integration. The concept behind the 

algorithm being simple makes it highly efficient and fast. The time of query 

generation was set from every 4seconds to 20 seconds and each time ran 

flawlessly. The targeted destinations of the records in the central data warehouse 

were accomplished accurately with all entries. Even when the amount of data was 

increased the results were absolute. 
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CHAPTER 4 

CONCLUSION 

The main objective of this research work has been to identify and relegate the 

problems of data handling in the field of E&P sector. The varied type of data 

being handled in this field as well as the humongous quantity of data is an 

enormous problem in itself. But that is the challenge we are required to overcome. 

This research has tried to enumerate the different problems which are required to 

be detached from the data handling system, to pave the way for a real time 

architecture. 

A lot of discussion has been done on the current market scenario of E&P sector in 

chapter 2 of this thesis. Other than that some even recent development worth 

mentioning are by Saudi Aramco[156] which is working on a conventional Data 

Warehouse project for handling its E&P data. The other one is by Microsoft 

known as Microsoft Upstream Reference Architecture Framework (MURA) 

[146]. , which is implementing the concept of Big-Data in the system. The basic 

drawback with a conventional Data Warehouse is, it has a high time lag for 

extraction of data from transactional systems, and the huge volume of data also 

augments the problem even further, so a safe conclusion could be drawn that the 

architecture does not support real time concepts. The Microsoft product is 

proprietary software which is based on the concept of big data so, it could be 
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safely presumed that it would be able to handle the enormous volume of data an 

E&P company is likely to generate. On the other hand high cost could be one of 

the major issues with it, not only for the software but also the hardware migration 

could lead to huge capital expenditure for a company.  

Whereas the architecture developed in this research looks into the entire above 

mentioned potential problem. The architecture is far different from the 

conventional Data Warehousing architecture, fine tuned to make it as near as 

possible to Real-Time, it works with the existing infrastructure and there is no 

vendor locking. It also makes it a very cheap and viable option with the 

integration of open-source software. The SAP HANA also gives it an edge over 

any of the existing competitors by enabling higher throughput at an unbelievable 

speed of processing. 

The technology present today is highly efficient as well as effective. The only 

requirement is to formulate a specific solution for the required problem and 

modify accordingly. 

The technologies like ETL, Cloud Computing are perfect to create a solution for 

the specific problems faced by an E&P company in its IT Infrastructure. All it 

needs a streamlined architecture with the present efficient technologies and some 

innovating thinking. 

Real-Time doesn‘t have a definite or a single definition so it entirely depends on 

the realization of the requirement of the business an organization is handling. 
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Almost every chief E&P Company follows analogous workflow process for 

transmitting production data en route for office. Additionally there are 

homogeneous array of infrastructure and applications which support are aligned 

with projected workflows to acquire and supply production data into enterprise 

systems like SAP or JD Edwards. The main objective is to augment automation 

and diminish time and labor costs from work processes while obtaining timely 

production information from the field. 

The best solution for any problem is the simplest one. In the above depicted 

architecture the base platform of all real time data generation like SCADA system 

is based over a cloud platform, which in turn will provide a highly virtualized 

environment to enable unimpeded communication among the different 

heterogeneous data sources. With cloud storage platform the most inconvenient 

problem which has dogged illustrate E&P industry till date, of heterogeneous 

source databases for integration would invariably reduce the time and effort for 

preprocessing of data required before diverse database integration. 

To be able to extract and integrate data at high speed for enabling real time data 

integration the algorithm needs to be simple, light as well as agile. The algorithm 

designed here is very simple in its approach thus it is light. It generates a search 

command at a regular interval of time and follows all the enlisted distributed 

databases each at a time, whenever it encounters a new entry in it, it copies that 

entry into the central data warehouse with a time and date stamp. The next time 



Page 133 
 

the query visit the same database it looks for the last update date and time stamp 

and any entry later than that is again updated. 

After implementation of the architecture with the developed algorithm the test 

results has shown to be highly effective in addressing the initial problem stated at 

the beginning. The tests have been conducted in a controlled and limited 

environment with emphasis on the speedy and flawless execution of the 

developed algorithm. 

SCOPE OF FUTURE WORK   

In this research the emphasis was on the identification and integration of data, but 

there is another aspect of quality which needs to be looked into. Any data which is 

to be put into a system for analytical processing needs to be ―cleaned‖ and 

checked for any kind of discrepancies. Thus a lot of scope is present in this sphere 

for future work. The major concern in this research has been the different aspects 

of cloud computing as a whole, which has not been able to provide a completely 

reliable environment to the user as a system. A lot of concerns and apprehensions 

are present today with all the products available today in the market. 

One of the biggest concerns in present day cloud system is the ownership of the 

data and its security. This is more the managerial aspect than the technicality of 

the problem. There is a lot of research opportunity present today in this area of 

cloud computing.  
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Another big problem the cloud computing is being ploughed by is vulnerability of 

the client of being over dependent on a single provider and the products they 

market. It limits the different options which could be profitably availed in the 

market.  
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