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Section-A 

 

 

Q1. Answer the questions:        20 X 1= 20 

 

 

I. If intercept is positive then regression line will ___________________. 
  
a. Cut x-axis  c. Cut y-axis. 
    

b. Pass through origin d. Slope upwar 
 

 

II. Heteroscedasticity is a _____________. 
 

a. Problem of time series data 
 

c. Primary data 
 

    

b. Problem of cross-sectional data 
 

d. Secondary data 

 

III. Under the least square procedure, RSS need to be________.   

 

a. Minimize c. Squared  

    

b. Maximize d. Multiplied with error term 

 

IV. When choosing between regression models it is preferable to choose the one with:  

a. The highest R2. c. The highest F value 

    



  
 

b. The least number of 
independent variables. 

d. The most number of independent 
variables. 

V. When the estimated slop coefficient in the simple regression model 
^

2 , is zero, then  

 

a. 02 r  c. 10 2  r  

    

b. 12 r  d. 02 r  

  

 

VI. For coefficient of determination  r2 for a regression model 

 

a. 02 r  c. 10 2  r  

    

b. 12 r  d. 02 r  

 

VII. E(Y | Xi) = f (Xi) is known as _______. 

 

a. conditional expectation function c. sample expectation function 

    

b. Cobb-Douglas production 

function 

d. conditional mean function 

 

VIII. ui = Yi − E(Y | Xi) is known as ________.  

 

a. deviation of an expected Yi 

around its mean value 

c. deviation of an individual Xi around 

its expected value 

    

b. deviation of an individual Yi 

around its maximum value 

d. deviation of an individual Yi around 

its expected value 

 

IX. The  in a confidence interval given by  







 1Pr 2

^

22

^

is known as ___. 

 

a. Confidence coefficient c. Level of significance 

    

b. Level of confidence d. Confidence Limit 

 

 

X. Systematic component of the equation, Yi = E(Y | Xi) + ui is _______. 

 

a. ui c. E(Y | Xi) 

    

b. Yi d. Xi 

XI. The  in a confidence interval given by  







 1Pr 2

^

22

^

should be ___. 

 

a. <0 c. >0 and <1 



  
 

    

b. <1 d. >0 

XII. In confidence interval estimation, %5 , this means that this interval includes the true   with 

probability of _____. 

 

a. 5% c. 105% 

    

b. 95% d. 100% 

 

XIII. 
^

iY is the estimator of _____________. 

 

a. E(Y | Xi) c. E(Xi) 

    

b. Yi d. Xi 

 

 

XIV. When we do not reject a H0 for 2 this means that the value of  2 under H0 falls within the 

confidence interval defined by   

 

a. )%1(   c. )%1(100   

    

b. 100 )%1(   d. )%100(   

 

XV. The sample parameter estimator 
2

^

 follows______. 

 

a. t-distribution c. F-distribution 

    

b. Normal distribution d. Chi-square distribution 

 

 

XVI. When we reject the null hypothesis, our findings is said to be ___. 

 

a. Efficient c. Changing with unit change in 

explanatory variable 

    

b. Statistically Reliable d. Statistically significant 

 

XVII. The lowest significance level at which a null hypothesis can be rejected is determined by ____. 

 

a. t-value c. F-value 

    

b. p-value d. Chi-square statistic 

XVIII.    In iii uXY  21  ,     2  indicates_______________. 

 

a. Change in Y due to unit change in 

X 

c. Change in Y due to unit change in u 

    



  
 

b. Change in X due to unit change in 

Y 

d. Change in u due to unit change in Y 

XIX.     The regression line passes through_____________________________.  

 

a. the population means of Y and X c. the sample variance of Y and X 

    

b. the sample means of Y and X d. the population variance of Y and X 

 

 

XX.     Dropping any relevant variable(s) from regression model leads to__________.  

  

 

a. specification bias c. systematic bias 

    

b. random bias d.  Bias 

 

 

Section B 

 

Attempt any four questions                           4X5 = 20 

 

Q2. The VIF of regression considering oil consumption (OC) as dependent variable is given 

below. Analysis both VIF and TOL and discuss about presence of multicollinearity in the model.  

 

 

Q3. State positive or negative relationship between OC and independent variables.     

Sl.No. OC β Coeff. Calculated t-

Value 

Critical t-Value (at 5%) State positive or 

negative relationship 

between OC and 

independent variables 

1 OE 0.018 -2.30 1.697  

2 RT -0.030 4.70 1.697  

3 P -0.070 2.56 1.697  

4 OP -0.862 6.65 1.697  

5 PR 0.073 -1.33 1.697  



  
 

6 Const. 55.40 -4.44 1.697  

 

Q4.Formulate one energy consumption function, write down its functional form and econometric 

specification for the following variables: 

C : amount of energy consumed per annum 

Y : GDP of a given country  

FDI : FDI inflow for a given country 

 

Q5. Consider the following regression output: 

 

t

^

4563X.03133.0 iY  

 se= (0.0976)  (0.1961) 

P=     (0.005)    (0.003) 

RSS = 0.0544       ESS = 0.0358         r2 = 0.397 

 

Where, Y = Household Electricity Consumption in rural area (in KW)  

            X = Electricity tariff (in Rupees)  

 

The regression results were obtained from a sample of 19 households. 

a) How do you interpret this regression? 

b) Test the hypothesis that H0: β2 = 0 against H1: β2 ≠ 0. Which test do you use? And why?  

 

Q6. The ANOVA table of one regression result is given below.  

      The critical value of F(  1,  16) = 2.4904 and α = 5%. 

 

Source SS Df MSS 

Model 326765512 1  

Residual 167697811 16  

Total 494463323 17  

 



  
 

Compute (i) Mean sum of squares, (ii) F  and (iii) state the overall significance of the model. 

 

Section C 

 Answer any two questions                               2 X 15 = 30 

Q7. In the following multiple regression result, Carbon Emission (co2) is estimated using factors 

such as oil consumption (oc), per capita GDP (pgdp), import of goods and services (om), and 

export of goods and services (ox).  

 

Using individual and joint hypothesis testing find out relationship between co2 and its 

determinants. 

Q8. Detect problems of heteroscedasticity for a regression model, where oil consumption (oc) is 

estimated. The post estimation results are given below. Critically analyze and interpret the 

results. 

i. Graphical Method  



  
 

 

ii.     Breusch-Pagan/ Cook-Weisberg test 

 

iii. Park Test:  Park suggests that σ2
i is some function of the explanatory variable Xi. The 

functional form he suggested was  

              σ2
i = σ2Xβ

i e
vi 

Using this functional form suggest how to detect heteroscedasticity. 

 

Q9. The multiple regression and its post estimation results are given below. Interpret the post 

estimation results and justify whether multicollinearity is present in the model or not. 

Multiple Regression Results 
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Post Estimation Tests 

(i) Scatter Plot Matrix 
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 (ii) Correlation Matrix 

 

(iii) Variance Inflation Factor (VIF) and Tolerance(TOL) 

 

 

 

 

Section D 

 

Answer all questions                     1 X 30 = 30 

Q10. Results of summery statistics and stationarity of oil consumption (oc) are given below 

along with some result of crude oil production (cop). Write the name of model specification in 

each case, analyze critically and test the stationarity of the series. 

i. Summery statistics 

 

 

ii. Graphical Method 



  
 

 

 

 

 

iii. The Unit Root Test 

Yt = ρYt−1 + ut     − 1 ≤ ρ ≤ 1 

 

 

∆Yt = δYt−1 + ut 
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iv. DF Test 

 

 



  
 

 

 

 

v. DF using software 

 



  
 

 

 

vi. Phillips-Perron test for unit root 



  
 

 

 

  

 

 



  
 

 

 

vii. Augmented Dickey–Fuller (ADF) test 

 


