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SECTION A 

 
1. Each Question will carry 2 Marks 
2. Instruction: Select/Write the correct answer(s)  

S. No. Question CO 

Q1. 1. Hidden knowledge can be found by using ________. 
A. searching algorithm. 
B. pattern recognition algorithm. 
C. searching algorithm. 
D. clues. 
 
 
2. In K-nearest neighbor algorithm K stands for ________. 
A. number of neighbors that are investigated. 
B. number of iterations. 
C. number of total records. 
D. random number. 
 
 
3. The distance between two points that is calculated using Pythagoras theorem is 
_________. 
A. cartesian distance. 
B. eucledian distance. 
C. extendable distance. 
D. heuristic distance. 
 
 
4. Data mining algorithms require ___________ 
A. efficient sampling method. 
B. storage of intermediate results. 
C. capacity to handle large amounts of data. 
D. All of the above. 
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5. The algorithms that are controlled by human during their execution is _______ 
algorithm. 
A. unsupervised. 
B. supervised. 
C. batch learning. 
D. incremental. 
 
 
6. ________analysis divides data into groups that are meaningful, useful, or both. 
A. Cluster. 
B. Association. 
C. Classifiction. 
D. Relation. 
 
7. Which of the following is an extract process 
A. Capturing all of the data contained in various operational systems. 
B. Capturing a subset of the data contained in various operational systems. 
C. Capturing all of the data contained in various decision support systems. 
D. Capturing a subset of the data contained in various decision support systems. 
 
8. Classification rules are extracted from__________. 
A. root node. 
B. decision tree. 
C. siblings. 
D. branches. 
 
9. Which of the following is not a open source data mining tool. 
A. WEKA 
B. R 
C. RapidMiner 
D. KnowledgeMiner 
 
10. Discovery of cross-sales opportunities are called_________. 
A. segmentation. 
B. visualization. 
C. correction. 
D. association. 
 
 

SECTION B 
(Scan and upload)  

 
1. Each question will carry 5 marks 
2. Instruction: Write short/brief notes(Scan and upload) 



Q1. Differentiate between the following:      

 

a) Classification and regression 

b) Training data and Test data 

c) Cross-validation and percentage split 

d) Supervised and unsupervised learning 
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Section C 
1. Each Question carries 10 Marks. 
2. Instruction: Write a long answer. (Scan and upload) 

Q1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

A) Describe the process of data mining as shown in below given diagram: 

     

   
B) Describe the below given confusion matrix: 
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Q2. Based on the below data set and visualization. Write five decision rules. 
CO2 



 

 

Q3. Based on the below data set and visualization. Write five decision rules. 
CO2 



 
 

 
 



Section D 
1. Each Question carries 15 Marks. 
2. Instruction: Write a long answer. (Scan and upload) 

Q1. Considering the below data set and the result of the linear and non-linear 

regression analysis. Describe the interpretation of the analysis. Also, describe 

which analysis is better and why? 
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Q2. Describe and interpret the result of the Apriori algorithm executed on the weather 
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