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Abstract 

The evolution of connected devices worldwide has resulted in the generation of 

massive amounts of data called the data streams. Data stream mining is the 

transformation of the data stream into valuable knowledge using data mining. It is 

an emerging topic among researchers due to its significance in many real-life 

applications in different areas like economy, business, health care, and scientific 

research etc. Data stream classification is a well-studied problem among other data 

stream analysis methods. Over the past decade, research community has developed 

various robust data stream classification techniques. However, some inherent 

difficulties continue to pose a challenge to both current-generation hardware and 

cutting-edge algorithmic solutions. Unbound size, changing speed, and uncertain 

data attributes of arriving instances from a data stream are a few examples of these 

issues. Data stream classifiers need to be adaptive and efficient to overcome the 

challenges associated with classifying dynamic data streams. Studies reveal that the 

deep learning (DL) approaches addresses these challenges efficiently and provide 

significant improvements over traditional ML approaches. DL model consist of 

multiple-layers and eliminate the need for using handcrafted and engineered feature 

sets in training. As a result, the models easily extract features that may not be obvious 

to the human eye. Furthermore, DL models boost accuracy. The main focus of the 

present research work is to study classification solutions for data streams and to 

build an efficient classification algorithm for data stream classification using 

ensemble and deep learning technique that fulfills the requirements of both binary 

and multiclass data streams. 

The thesis presents a detailed introduction to data streams and the importance of data 

stream classification in the real world. Further, a detailed literature review finds 

some techniques proved better with binary data streams while others proved better 
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in multiclass data streams. It is also noticed that the existing approaches use metrics 

insufficient to evaluate the performance of data stream classifiers. Furthermore, it is 

observed that no technique exists in the literature to utilize the ensemble-based 

approach to optimize the deep learning model to classify data streams. And hence, 

the research proposes a novel framework for efficient data stream classification. The 

framework consists of three phases: learning phase for classifying data streams using 

DL model, optimization phase for optimizing the DL model using an extra tree 

ensemble-based approach and prediction phase for predicting the class of input data 

stream. The deep learning model consists of multiple layers and automatically 

discovers the essential relationships during the learning phase. The deep learning 

model is further optimized for better and accurate predictions using extra tree 

ensemble approach. In the extra tree ensemble-based optimization process, the 

newly arriving features in the data streams are incorporated in a feature subset for 

classification. Thus, the optimization process makes the framework adaptive for 

newly arriving features and hence improves the overall performance of the model. 

Further, the proposed Deep Ensemble Algorithm Learning (DEAL) framework is 

compared with recent and state-of-the-art works, and the results are encouraging. In 

a gist, the present research program, “An efficient ensemble-based classification 

algorithm for real-time data streams,” provides a novel framework for data stream 

classification. The proposed work is adaptable for latent patterns, handles model 

overfitting, and has good prediction as well as categorical accuracy. The model is 

evaluated using vital performance metrics. The results demonstrate its superiority 

over state-of-the-art algorithms as well as recent ones and improvement of 

categorical accuracy by approximately 22.5 percent. 
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Chapter 1   
Introduction and Motivation 
Data analysis (DA) has been a part of our lives since the dawn of human 

civilization. For example, the use of tally sticks to store and analyze data by early 

humans and the practice of carving grooves into sticks or bones by tribal people to 

forecast things like the duration of their food supplies show the data analysis 

techniques used in the past. In 1663, John Graunt conducted the earliest known 

experiment in statistical data analysis [1]. Before the invention of computers, it took 

the U.S. Census Bureau more than seven years to process the collected data and 

provide a final report in 1880. As a result, inventor Herman Hollerith created the 

“tabulating machine,” employed during the 1890 census [2]. The tabulating 

machine could process data from punch cards in a systematic manner. Thus, the 

1890 census was completed in only 18 months. 

DA is the systematic computational analysis of data or statistics [3]. It is a tool for 

finding, interpreting, and communicating basic patterns in data. It also implies 

using data trends to make more informed decisions. Businesses gain a significant 

competitive advantage by analyzing massive amounts of data using data analytics 

tools[4]. Data scientists mine information about a wide range of business 

activities—from current sales to historical inventory—and process that information 

in response to their queries using data analytics software. Various data insights are 

possible through data analytics tools like predictive analytics, business intelligence, 

and so on. Different types of DA methods are shown in Figure 1.1. 
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Data mining (DM) is the process of utilizing refined DA tools to uncover 

previously undiscovered valid patterns and relationships in massive data sets. These 

tools use statistical models, machine learning (ML) techniques, and mathematical 

algorithms such as neural networks (NN) or decision trees (DT). As a result, DM 

encompasses both analysis and prediction. DM dates back to the 1990s. Analyzing 

data in unconventional ways yields both surprising and valuable outcomes. In 2005 

Roger Magoulas coined the term “Big Data” [5] to describe the tremendous amount 

of data that the business intelligence tools available then found nearly impossible 

to handle. In the modern world, sensors, IoT (Internet of things) devices, 

smartphones, and wearable health devices generate an enormous amount of data 

called the data stream, and data stream mining is the collection of meaningful 

information and knowledge from a data stream [6]. The most common methods of 

 

 Figure 1.1 Data analysis methods 
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data stream mining are classification, regression, clustering, and frequent pattern 

mining. 

1.1 Data streams and Data stream mining 

A data stream is an ordered sequence of instances in time generated continuously 

by various heterogeneous resources. The data streams generated by varied 

resources have various formats and volumes. Some sources of data streams are as 

follows [7]: 

i. A wide variety of log files generated by customers using their mobile 

or web applications 

ii. E-commerce data 

iii. Gaming activity data 

iv. Information from social media sites like Twitter and Facebook 

v. Financial trading data 

vi. Geospatial services data 

vii. Credit card data 

viii. Stock exchange data 

ix. Weather forecast data 

The data stream is used for different analytics, including correlations, 

aggregations, filtering, and sampling. Figure 1.2 shows the characteristics of data 

streams that make them different from static data. 
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Static data is operationally different from dynamic data in its method of storage and 

analysis. A static data environment stores the data prior to processing it. After 

processing and analyzing the stored data, the results are again stored in the database 

for further processing or used to make decisions. In contrast to this, in a dynamic 

data environment, data streams are processed as they are read, and the subsequent 

results are stored in a database. After the events are processed, they are discarded. 

These operational differences between static and dynamic data make it impossible 

to process a data stream using conventional DM techniques that can handle only 

static data. Because of this, data stream mining techniques are used to obtain insight 

from data streams. 

Data stream mining is the process of extraction and discovery of knowledge and 

patterns from continuously generated data streams [6]. It is a research field that 

studies methods and algorithms to extract knowledge from volatile streaming data 

to utilize it in various domains. Data stream mining facilitates the analysis of an 

 

 
Figure 1.2 Characteristics of data streams 
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enormous amount of stream data in real time using limited resources. Therefore, 

data stream mining algorithms should be incremental and respond quickly by 

processing each instance in a fixed amount of time and predicting at any time using 

limited memory. The most general approaches in data stream mining include 

classification, regression, and clustering. Figure 1.3 shows the categorization of 

data stream mining methods. 

 

 

 

 

 

 

 

Clustering is an unsupervised learning technique for non-labelled data [8]. It is 

the process of making groups of a set of items such that the items in the same group 

are more similar than those in other groups. Clustering is applied during the 

description of data sets and as an initial step in various predictive learning tasks to 

better understand the information to be explored.  Based on the clustering methods, 

there are several clustering algorithms [9]: 

i. k-mean clustering algorithm based on partitioning method DenStream 

ii. D-Stream and CEDAS algorithms based on density method 

 

 
  Figure 1.3 Data stream mining methods 
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iii. E-Stream and HUE-Stream based on the agglomerative method 

iv. CluDistream and SWEM based on the expectation-maximization method 

v. SNCStream based on social network data streams 

Classification and regression are supervised learning techniques and need 

labeled data to train a model so that the trained model predicts the labels of unseen 

examples. A regression algorithm calculates the value of the target (response) as a 

function of the predictors. These correlations between predictors and targets are 

encapsulated in a model and subsequently applied to a new data set with unknown 

target values [10]. 

The classification task entails grouping data into categories, sometimes known 

as classes or labels [11]. Figure 1.4 shows the classification process.  

 

 

 

 

 

 

 

 

The data to be classified can be either structured or unstructured. Unstructured 

data collects many different forms of data in their native formats, whereas 

structured data is very particular and stores data in a predefined format. Data 

warehouses (DW) store structured data, whereas data lakes store unstructured data 

 

 Figure 1.4 Classification process 
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[12]. Classification is an important data mining technique that learns from historical 

data and predicts unknown instances. Earlier, classification techniques were used 

for static data. However, many applications that work on data streams have faced 

numerous challenges with traditional classification algorithms employed for 

dynamic data since the last decade. An ideal data stream classifier has the following 

properties: 

 High accuracy 

 Rapid adaptability to change 

 Computational compatibility in comparison to traditional classification 

 Scalable 

Data stream classification is gaining popularity due to its use in various real-

world applications, including e-commerce, banking, sensor data, and telephony 

records. It is a field of intense research nowadays, as there are opportunistic 

advantages for organizations. The organizations are able to make suitable business 

decisions based on knowledge extracted from data streams that can lead to a critical 

success accomplishment factor. Thus, data stream classification is attracting 

considerable critical attention [13]. 

The ideal data stream classification model is required: 

i. To be built around storing and processing only a limited amount of data 

because the data is generated and received potentially in an infinite 

sequence. Therefore, it is not practical to store it. 

ii. To be fast enough to handle high-velocity data so that each transaction is 

essentially processed in real time. 
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iii. To be adaptive for changing concepts over time as data distribution may 

change over time, and the model built over data from the past might become 

pertinent for current predictions. 

The features of data streams make the classification of data streams complex 

[14]. Due to these facts, there is a need to have an algorithm for efficient data stream 

classification and accurate prediction of unknown instances.  

There are different approaches for classifying data streams. Per the application, 

the relevant approach is chosen to perform classification. Section 1.2 discusses the 

different approaches to data stream classification. 

1.2 Different approaches for data stream classification 

The most prevalent and well-studied technique for predictive DM and 

knowledge discovery is classification. Data stream classification is used for both 

offline and online streams [15]. According to the characterization, online stream 

categorization processes and updates the data as it arrives. This section discusses 

the classification approaches utilized in data stream classification. Figure 1.5 shows 

the various approaches used for data stream classification. 

 

 

 

 

 

 

 

 

 

 

Data stream 
classification 
approaches

Tree-based 
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Rule-based 
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Ensemble-
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Figure 1.5 Data stream classification approaches 
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1.2.1 Tree-based approach 

Classifiers using a tree-based approach are built around a decision tree. 

Tree-based classifiers produce predictions from one or more DT using a sequence 

of if-then rules. The nodes of the trees are the attributes. A tree grows by splitting 

the nodes. The user should specify a threshold value to control attribute splitting 

and maintain the best results for splitting below the threshold. A statistical 

analytical comparison is performed to delete fewer leaves and keep a count for all 

leave nodes in memory [9]. Tree-based classifiers are relatively fast to train and 

classify data that are not linearly separable. Hence, they achieve good performance. 

But they are somewhat unstable and difficult to generalize[16]. 

1.2.2 Rule-based approach 

In a rule-based approach, classifiers use a set of rules for classification. The 

user in this classifier defines some criteria for generating rules, and these rules are 

generated during training [17]. Rule-based classifiers are frequently employed to 

create descriptive models. However, the downsides of the rule-based system are 

that they demand a great deal of manual work. This method also necessitates 

extensive topic expertise and is time consuming, as creating rules for a complicated 

system is challenging. 

1.2.3 Ensemble-based approach 

In Ensemble-based approach, instead of using a single classifier for 

classification, an ensemble of classifiers is used. An ensemble is a collection of 

multiple classifiers or a set of individual component classifiers whose outputs are 

pooled to predict the class of new incoming instances. For example, in the ensemble 

technique, individual predictions of several ML models are collected and grouped 

in some manner (e.g., by voting or weightage average) to form a final prediction. 

Figure 1.6 shows the predictions process in ensemble approach. 
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Most often, ensemble classifiers offer a more significant prediction 

performance and are far more scalable than individual classifier methods. 

Therefore, the ensemble learning technique is suitable [7] and widely used for data 

stream classification [18]. Furthermore, these techniques handle and control vast 

volumes of stream data and concept drifting features. 

Among these discussed techniques to improve the performance of data stream 

classifiers, a well-established and challenging method is the ensemble approach. In 

the subsequent section, the significance of the ensemble approach in classifying 

data streams is discussed. 

 

1.2.3.1 Significance of ensemble-based approach 

The ensemble-based approach plays a crucial role, particularly in dynamic 

environments like data stream learning [18]. They efficiently improve predictive 

accuracy and/or decompose a complex problem into more manageable sub 

 

 Figure 1.6 Prediction process in ensemble approach 
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problems. Thus, this approach is suitable [19] and widely used for data stream 

classification. The ensemble-based classification makes it is possible to extract 

useful information from dynamic data streams of various domains. For example, 

the text data from various social media platforms such as Facebook and Twitter are 

studied for extracting hot topics and expected trends. The ensemble-based approach 

can handle and control vast volumes of stream data and concept drifting features. 

Further, their integration with algorithms for detection of concept drift and 

incorporating dynamic updates, such as the selective removal or addition of 

classifiers, make them particularly useful. Due to its superior performance when 

compared to single learners, this approach has gained widespread acceptance due 

to the fact that it is relatively simple to implement in real-world applications for 

example numerical data captured by environmental sensor networks is studied to 

predict potential disasters like heavy rains, floods, storms, winds, or pollution 

peaks. In most DM applications, ensembles of classifiers are among the most 

effective classifiers. 

Ensemble-based approaches for data stream classification are among the 

recent research areas in machine learning. Machine learning for data stream 

classification is discussed in Section 1.3. 

 

1.3 ML for data stream classification 

State-of-the-art ML algorithms perform learning, knowledge extraction, 

and visualization in data streams. Figure 1.7 shows the steps in ML for 

classification. 
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Much recent research specifies that an ensemble of ML classifiers 

significantly improves classification performance. Standard ML techniques try to 

build a model from the training data on one hypothesis, whereas Ensemble 

techniques try to construct a set of rules or hypotheses to use [20]. Classifiers 

comprising an ensemble are usually called base classifiers [19]. 

Ensemble learning(EL) is an ML paradigm where several learners train to 

resolve the same problem [21]. Using multiple classifiers of the same type or 

different types and combining those predictions improve predictive accuracy over 

just one model. Some well-known ensemble techniques are bagging, boosting, and 

stacking [22]. 

ML-based classification models attract researchers due to several reasons. First, 

models allow valuable pattern discovery in fast data streams, where transactions 

are generated as a continuous stream and each transaction is recognized by many 

parameters. Second, ML-based models or methods are good enough to discover 

existing patterns and strategies and identify new strategies coupled with unusual 

data behavior. Third, classification models based on ML methods are routinely 

integrated with novel feedback to achieve better accuracy. In Big Data analytics, 

 

 

Figure 1.7 Steps in ML for classification 
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the challenging research area is building classification models for rapid data 

streams. The concept drifts in these high throughput data streams impose new 

challenges. 

On the other hand, the expert system requires repeated feedback and rule 

revision, which is tedious and time consuming. Many applications exist in the 

domain, but they are either not parallel or have limited scalability. Developing 

effective and efficient data stream classifiers is challenging for the ML community 

because of the dynamic nature of data streams. Unlike conventional classification 

algorithms, data stream classification algorithms have to adapt with the change of 

data stream because of concept drift and feature evolution. However, conventional 

classification models remain stable once models are trained. ML is efficient, but it 

involves training static batch classifiers. But for regular data streams with time-

varying characteristics, the model becomes outdated even before its deployment. 

Traditional classification methods assume that the discovered concept’s statistical 

properties (that the model has predicted) are unchanged. Unfortunately, the 

occurrence of this phenomenon dramatically decreases classification accuracy. In 

traditional ML techniques, most of the applied features need to be identified by a 

domain expert to reduce the complexity of the data and make patterns more visible 

for learning algorithms to work. 

Earlier studies also depict that ML algorithms need structured data for 

classification, have less prediction accuracy, are prone to overfitting, and require 

more computational time to predict. ML relies on manual extraction of relevant 

features and is thus bound by the domain knowledge of an individual. Traditional 

ML approaches extract low-level features that only recognize basic physical or 

postural activities and cannot recognize complex activities. Furthermore, ML does 

not exploit the temporal correlations between input samples. As a result, 
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unstructured data is hard to analyze for most ML algorithms. One approach to 

address these challenges and provide significant improvements over traditional ML 

approaches is deep learning (DL). DL models eliminate the need for using 

handcrafted and engineered feature sets in training. As a result, the models easily 

extract features that may not be obvious to the human eye. Furthermore, DL models 

boost accuracy [23]. The DL approach for data stream classification is discussed in 

detail in Section 1.4. 

1.4 DL for data stream classification 

DL models are more promising, as flexible DL networks make them suitable 

for both structured and unstructured data [20]. They are more capable of processing 

the data than the shallow neural network. Shallow neural networks have only one 

hidden layer as opposed to deep neural networks (DNN), which have several hidden 

layers, often of different types. DL analyzes structured as well as unstructured data 

from various sources. DL is rising in popularity due to its superiority in terms of 

accuracy when trained with massive amounts of data. The layered design of a DL 

approach allows it to learn categories in a gradual manner. It defines low-level 

categories such as letters in the initial layers. In the deeper layers, little higher-level 

categories like as words, and then higher-level categories such as sentences are 

defined. The performance of the DL model is further enhanced by optimization. 

Optimization minimizes error, cost, or loss (depending on the objective function) 

and provides more accurate results. The cost function is to be minimized because it 

describes the difference between the actual value of the estimated parameter and 

the model’s prediction. The workflows of the traditional ML process and DL 

process are depicted in Figure 1.8. 
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DL has many benefits over traditional ML algorithms to classify data streams. The 

benefits of DL are discussed in the next section. 

1.4.1 Benefits of the DL approach 

The benefits of DL over traditional ML techniques have attracted the attention 

of researchers since the last decade. The benefits of the DL approach are as follows: 

1. The DL approach is incremental in nature. When learning is done 

incrementally, DL accommodates new knowledge without retraining the 

existing model. The incremental learning nature makes it is suitable for 

streaming scenarios. 

2. DL identifies unknown classes during the testing phase and automatically 

updates itself if a new class is found. The adaptation with newly arriving 

classes makes DL beneficial in a data stream environment. 

3. DL solves problems using an end-to-end learning technique. This technique 

enables DL to solve complex problems without having a deep knowledge of 

the problem domain. Therefore, DL learns in the complex environment of 

data streams. 

 

 Figure 1.8 Workflows of the traditional ML process and DL process 



 

16 

 

4. DL learns high-level features and eliminates the feature extraction step. This 

makes learning faster in the data stream domain.  

1.4.2 Limitations of DL models 

Overfitting or underfitting is a significant limitation of DL models[24]. 

Underfitting occurs when a model fails to learn the problem adequately and 

performs poorly on a training data set while performing well on a holdout sample. 

Overfitting, on the other hand, occurs if a model learns the training data set too 

well, resulting in a model that performs well on the training data set but not on a 

holdout sample. Using feature selection (FS), it is possible to overcome the problem 

of overfitting or underfitting a model. FS is discussed in Section 1.5. 

1.5 Feature selection 

FS selects relevant features from the vast feature space, contributing to 

classification and discarding irrelevant features. It aims to select a subset of original 

features so that the feature space is optimally reduced based on the predetermined 

target. The goal of FS is to find the best set of features to build applicable models 

of studied phenomena. Figure 1.9 shows the selection of relevant features in FS. 

 

 

 

 

 

 

 

 

 Figure 1.9 Selection of relevant features 
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FS has been successfully applied in classification problems in recent years. FS 

is one of the essential methods for influencing classification accuracy and 

improving algorithm predictive accuracy by reducing dimensionality, removing 

irrelevant features, and reducing the amount of data required for the learning 

process. FS reduces the time required for training the model, prevents overfitting, 

and improves the model’s overall performance. The FS process seeks to reduce the 

data set dimension by analyzing and understanding the impact of its features. Their 

accuracy is predicted with the help of the classification model. The objective of FS 

is to eliminate redundant and irrelevant features. Usually, high dimensional data 

contains a high degree of irrelevant and redundant information. It may significantly 

degrade the performance of learning algorithms. Hence, it is always advisable to 

develop the induction algorithm for feature selection to increase the accuracy of the 

classifiers. 

There are three types of FS methods: filter methods, wrapper methods, and 

embedded methods. 

Filter methods: In filter method, features are filtered based on general 

characteristics (some metrics such as correlation) of the data set, such as correlation 

with the dependent variable. It is usually a faster and better approach for the data 

set with a large number of features. However, while it avoids overfitting, it may 

occasionally fail to select the best features. Correlation, chi-square test, and 

information gain are famous examples of filter methods[25]. 

Wrapper methods: Wrapper methods are based on greedy search algorithms, 

which evaluate all possible feature combinations and select the combination that 

produces the best result for a specific ML algorithm. Forward selection, backward 

elimination, and stepwise selection are typical examples of wrapper methods[26]. 
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Embedded methods: The feature selection algorithm is integrated as part of the 

learning algorithm in embedded methods. Embedded methods combine the benefits 

of filter and wrapper methods[27]. The FS process is embedded in the learning or 

model building phases of the embedded method. Therefore, it is less 

computationally expensive than the wrapper method and less prone to overfitting. 

Regularization methods such as LASSO, ridge regression, and elastic net are 

examples of embedded method. 

The present research program studies contemporary and relevant research work 

to identify the research gap and to formulate the problem statement. Chapter 2 

presents the detailed literature survey. The literature survey identifies the research 

gaps for the present research program. Section 1.6 presents the research gap and the 

research direction in detail. 

1.6 Research gap and direction 

The appropriate methods and techniques remain an open challenge to deal with 

the classification of streaming data due to the following reasons: 

 There is an unbalanced distribution of positive and negative classes in 

data. 

 Conventional works overlook hidden transaction patterns. 

 Most of the previous works have been evaluated on the conventional 

parameters only. 

 Early models have also been criticized for overfitting—that is, models 

having less prediction accuracy than training or classification accuracy. 

 The categorical accuracy is sometimes more important than overall 

accuracy, and in previous works it has not been considered in evaluation 

of the model.  
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The current research program aims to improve the efficiency of classification 

models for handling data streams and focuses on developing an efficient ensemble- 

based classification algorithm for data streams using the deep learning approach. 

1.6.1 Problem definition 

Efficient classification of streaming data is perceived as a multi-objective 

optimization problem. Newly arriving patterns, drifting concepts, and limited 

processing time are some of the constraints in developing an efficient classification 

model for data streams. Evaluation parameters like accuracy, F1-score, precision, 

and recall are not sufficient to define the efficiency of data stream classifiers. 

Early models have been criticized for overfitting, the inability to find highly 

predictive features, and evaluating the model based on traditional evaluation 

metrics suited for static data environments. These evaluation metrics are not 

sufficient for data stream environments. In this research program, the aim is to 

develop and implement a framework for the efficient classification of data streams 

with the following solution set: 

A solution set 𝑆 =  {𝑠ଵ, 𝑠ଶ, 𝑠ଷ, 𝑠ସ}   such that 

Where s1 is categorical accuracy. It is to be increased. 

           s2 is overfitting. It is to be decreased. 

           s3 is model prediction accuracy. It is to be increased. 

           s4 indicates predictive features to be discovered. 

Figure 1.10 shows the solution set of the proposed framework. 
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1.6.2 Research questions 

Several research questions emerge on the basis of the problem definition for 

data stream classification. The research questions are as follows: 

i. What can be the parameters for evaluating data stream classifiers? 

ii. How can the unbalanced data stream be handled? 

iii. How can overfitting/underfitting of data stream classifiers can 

prevented? 

iv. How to determine predictive features in a dynamic data stream 

environment? 

v. How can the overall efficiency of data stream classifiers be 

enhanced? 

These research questions are the motivation for the present research 

program. Thus, a research objective was formulated based on these 

research questions. 

 

 Figure 1.10 Solution set 
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1.6.3 Research objective 

The objective of the present research program is to “Design and implement an 

efficient ensemble-based classification algorithm for real-time data streams in the 

context deep learning approach.” 

Sub-objectives 

i. Studying the various existing ensemble-based classification approaches 

for real-time data streams. 

ii. Identifying the issues in existing ensemble algorithms of real-time data 

streams. 

iii. Exploring the various possibilities to improve a classifier’s efficiency to 

classify real-time data streams. 

iv. Devising an efficient algorithm for data stream classification using deep 

learning. 

v. Implementing the newly devised algorithm. 

vi. Performance testing of the newly implemented algorithm and 

comparing with existing algorithms to show the efficiency of the newly 

implemented algorithm. 

1.7 Research contributions 

The present research work focuses on “Designing and implementing an 

efficient ensemble-based classification algorithm for real-time data streams,” and 

its significant contributions are summarized as follows: 

In this research work, an ensemble-based deep learning framework (DEAL) for 

classification of real-time data streams is proposed, and the effectiveness of the 

work is evaluated on the data sets taken from the UCI ML repository. 
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i. The proposed framework is evaluated based on valuable metrics like 

categorical accuracy, prediction accuracy, F1-score, precision, and recall. 

ii. The extra-tree ensemble method is combined with DL in characteristic 

space in the DEAL framework, reducing the effect of highly unbalanced 

classes, thus yielding better performance. 

iii. The extra-tree ensemble optimization is used to minimize the cost function 

and improve the prediction accuracy. In addition, optimization is utilized to 

derive highly predictive and correlated features at the feature extraction 

step. 

The current research emphasizes developing an efficient ensemble-based 

classification algorithm for the data stream using deep learning approach. Ensemble 

classifiers automatically adapt with the incoming drifts in the ensemble technique 

usage of multiple algorithms resulting in better predictive performance than using 

a unique algorithm. 

The DEAL framework automates the feature extraction and optimally tunes 

features for the desired outcome. It extracts the distinguishing features. It is not 

required to extract features in advance, thus preventing time consumption in ML 

methods. An ensemble-based deep learning framework is proposed in this research 

to enhance the performance of real-time data stream classifiers while avoiding the 

overfitting problem. The robustness of the framework is achieved through an 

ensemble method and an optimization score function. The task of the optimization 

function is to minimize the loss. Feature reduction of the transaction is one of the 

primary challenges for ML classifiers. Therefore, a novel framework is designed 

that transforms the features of incoming transactions into tensors. These tensors are 

then supplied to fit into the model. Streaming data requires innovative processing 

techniques. Evaluating the model based on error and accuracy is imprecise. So, in 
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this work, a novel synthetic ensemble over different actual data samples is applied 

to optimize the DL model for better prediction. The proposed model performs better 

in the following aspects: 

i. Determines predictive features of streaming data 

ii. Improves prediction accuracy 

iii. Improves categorical prediction accuracy for unbalanced data sets 

iv. Prevents overfitting 

The framework is compared with traditional ML techniques and recent works 

for various parameters like accuracy, F1-score, precision, recall, and computation 

time, and thus, it is concluded that the proposed framework’s efficiency is better 

compared to conventional and recent works. 

1.8 Organization of the Thesis 

The Thesis is organized chapter wise so that the research work done can be read 

seamlessly. The Thesis consists of six chapters, starting with the introduction in 

Chapter 1, followed by literature review in Chapter 2, the proposed framework in 

Chapter 3, the algorithm of the proposed framework, the experimental setup and 

evaluation parameters in Chapter 4, implementation of DEAL framework for data 

stream classification in Chapter 5 and performance comparison and statistical 

analysis in chapter 6 and finally, conclusion and future direction in Chapter 7. The 

organization of the Thesis is shown in Figure 1.11. 
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 Figure 1.11 Organization of the Thesis 
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Chapter 2   

Literature Review 
The evolution of connected devices worldwide has resulted in the generation 

of massive amounts of data called the data stream. Data stream mining is the 

transformation of the data stream into valuable knowledge using data mining 

technologies. It is an emerging topic among researchers due to its significance in 

many real-life applications. Furthermore, the knowledge generated in mining data 

streams has a vital role in intelligent decision-making in different areas like 

economy, business, health care, and scientific research. With this context in mind, 

this chapter provides a systematic and detailed review of the significance of mining 

data streams followed by techniques for data stream classification. The goal of 

studying contemporary and relevant research work was to depict key challenges 

and issues in existing approaches for data stream classification. Research gaps were 

identified based on the challenges and issues in carrying out the current research 

program, on the basis of which, the problem statement was formulated. Further in 

this chapter, different approaches to enhance the efficiency of data stream 

classifiers like the ensemble-based approach and DL approach were studied to 

improve a classifier’s performance. Finally, evaluation parameters for evaluating 

the performance of the data stream classifier were considered. 

 

2.1 Data mining and knowledge discovery 

DM refers to extracting common, previously unknown, and potentially useful 

information from a database. It is a part of the knowledge discovery process (KDD). 

Figure 2.1 shows DM as a step in an iterative knowledge discovery process. 
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In the decision-making process, information retrieval alone is not sufficient. 

DM is thus used to summarize data to extract useful information (i.e., for 

knowledge discovery and pattern identification in raw data) [28]. Classification, 

clustering, regression, association rules, outer detection, sequential patterns, and 

prediction are widely used DM techniques. These techniques are used to extract 

information from static and dynamic data. Static data is a fixed data set—that is, 

data that does not change after it is collected. Dynamic data or data streams, on the 

other hand, change continuously. The present research focuses on the efficient 

classification technique for the data stream. Section 2.2 discusses the characteristics 

of data streams that make them different from static data and the significance of 

data streams classification. 

2.2 Data stream and significance of data stream classification 

Data streams are high-volume, high-speed, and continuous data generated 

from various sources (e.g., IoT sensors, weblogs, smart devices, network traffic, 

health care devices, credit card transactions, multimedia data, scientific data) [29]. 

The data stream forms the primary source of Big Data [30]. Streaming data is 

dynamic and ever changing compared to traditional data, which is static [31]. 

 

 Figure 2.1 Knowledge discovery process 
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Recently, data stream classification has attracted the attention of many researchers. 

It unmasks a vast source of knowledge and has numerous real-life applications, 

including weather predictions, network monitoring, planning business strategies, 

credit card fraud detection, bio-surveillance, health monitoring, stock data analysis, 

and many more [32]. Data stream classification algorithms have high data 

processing requirements and need to perform well to meet real-time expectations. 

Some real-time applications of data stream classification are discussed here. 

Classification of credit card data stream to predict fraudulent and non-fraudulent 

transactions is one of the applications of data stream mining [33]. Another 

application is human activity recognition, or HAR for short. It is a vast topic of 

research that focuses on classifying and detecting a person’s movement or action 

based on data streams obtained from sensors. Indoor positioning is seen as one of 

the open main applications of data stream classification. It is employed in several 

critical location-based services, such as indoor navigation at airports, hospitals, 

malls, warehouse tracking, and assisted living systems for aged care [34]. 

Predicting weather conditions worldwide is one of meteorologists’ complex tasks 

and a challenging area in data stream classification [35]. 

The stock market generates a massive amount of data for the repository. Data 

stream classification algorithms are used to draw certain inferences from stock data 

analysis. One such inference could be the stock’s trend [36]. 

Data stream classification has gained increasing importance in several real-

time applications; further enhancement in this area is becoming significantly 

prominent [37]. Several technologies are used to develop data stream classification 

methods. Figure 2.2 shows the data mining technologies for data stream 

classification.  



 

28 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supervised ML is a sophisticated data stream classification technique for 

several reasons. First, ML is capable of analyzing enormous amounts of data and 

identifying specific trends and patterns that would otherwise go undetected by 

humans. Second, it has the ability to learn on its own, make predictions, and make 

improvements to algorithms. Third, as ML algorithms gather expertise, their 

accuracy and efficiency improve. Finally, ML algorithms are capable of dealing 

with multidimensional and multivarious data and data in a dynamic or uncertain 

state. Section 2.3 presents a survey of state-of-the-art ML techniques for data 

stream classification. 
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Figure 2.2 Data mining technologies for data stream classification 
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2.3 Machine learning and machine learning techniques for data stream 

classification 

During the last couple of years, ML saw an exponential increase in its use and 

popularity, and this trend is expected to continue in the coming years. ML is a 

branch of artificial intelligence centered on the concept that systems can learn from 

data, recognize patterns, and make decisions with little to no human involvement. 

ML aims to draw out knowledge from data. It develops an automated computational 

model and continuously improves its performance based on experience. Unlike 

mining static data, ML algorithms need to adapt to the mannerism of data streams, 

which is dynamic, voluminous, and continuous. This section presents significant 

recent research in ML techniques for data stream classification. Figure 2.3 shows 

supervised and unsupervised ML classification techniques for data stream 

classification. 
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ML techniques for classifying data streams like credit card fraud detection 

(CCFD), stock prediction, and HAR are discussed here. 

Obtaining information from the streaming data of credit card transactions is 

one of the most prevalent ways to commit fraud. Credit card information is illegally 

obtained and used to make fraudulent online purchases. It is hard for credit card 

companies and merchants to detect these fraudulent transactions amid thousands of 

routine transactions. In [38], the authors focused on the sampling technique to 

improve classifier performance while dealing with highly skewed data like credit 

card transaction data. They employed a hybrid undersampling and oversampling 

technique. They implemented several ML techniques like random forest, Naive 

Bayes, and multiple layer perceptron to detect fraud in the CCFD data set. In [39], 

the authors compared 10 ML algorithms, including the ensemble learning 

algorithm, over the credit card data set. They concluded that the ensemble learning 

algorithms performed better when the time feature was not in the data set. The 

authors in [40] compared the scalability of several ML techniques with the 

unbalanced data streams and concluded that the performance of the classifiers 

degraded when the data stream was unbalanced. The data-driven systems in the 

modern age necessitate the use of classifiers capable of dealing with unbalanced 

data streams. The evaluation of such data stream classifiers is still a challenge, as 

the existing evaluation measures are primarily concerned with accuracy. But 

accuracy is not enough to evaluate unbalanced data stream classifiers because the 

class ratio of unbalanced data stream changes over time. The authors in [41] 

proposed an incremental algorithm to calculate the area under the curve (AUC) 

metrics for evaluating data stream classifiers. The algorithm uses the combination 

of sorted tree structure and sliding window to compute AUC. Because of the high 

computing costs associated with AUC, it has not been successfully used for data 

stream mining until recently. In [42], authors focused their study on the fact that 
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better results were achieved over unbalanced or a skewed data set if it was 

preprocessed with the resampling (oversampling or undersampling) technique. 

They performed a comparative analysis of three ML algorithms: Naive Bayes, k-

nearest neighbor, and logistic regression (LR). They concluded that improved 

performance could be achieved by applying sampling technique over an unbalanced 

data set before building the prediction model.  In [43], authors employed random forest 

technique to classify credit card data.  Table 2.1 summarizes the limitations and results 

of these ML approaches to classify credit card data streams. 

Table 2.1 Machine learning techniques for classifying credit card data streams 
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The classification of data streams obtained using sensors built into wearable 

devices, such as smartphones provides an opportunity for recognizing human 

activity. HAR helps identify human behavior and better understand an individual’s 

health. HAR is an emerging research area due to its real-life applications in health 

care, the e-health system, and elder care for physically impaired people in a smart 

health care environment. In [44], the authors compared the performance of various 

ML algorithms over a HAR data set. In [45], the authors proposed a feature 

selection approach to select relevant features to improve the performance of state-

of-the-art algorithms like KNN, MLP, and support vector machine (SVM). Table 

2.2 summarizes the limitations and results of these ML approaches to classify HAR 

data streams.  

Table 2.2 ML techniques for classifying HAR data streams 
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They concluded that the feature selection approach makes the algorithms faster 

by reducing dimensionality. The authors in [46] used active learning algorithms to 

reduce classification time and passive learning algorithms to make the system 

accurate. The authors in [47] concluded that high memory consumption and the low 

value of the F1-score were the two challenging factors for HAR. In [48], the authors 

proposed a multivariate Gaussian framework to learn HAR features. The proposed 

framework showed improved performance over state-of-the-art algorithms.  

Analysis of stock exchange data stream has gained popularity in the finance 

market. The analysis assists traders and investors in making buying and selling 

decisions, knowing the current price, and projecting future trends. The analysis is 

based on past and current data. In [49] and [50], the authors used various ML 

techniques to classify the stock exchange data set. The authors in [36] focused their 

attention on estimating sectors in a trend for a specific period. Sectors are the 

collection of stock data with similar characteristics. The sectors are estimated using 

feature extraction and clustering. The authors in [51] proposed a hybrid ML 

algorithm based on an artificial neural network (ANN) and DNN for forecasting 

daily return direction. They concluded that the accuracy of DNN-based 

classification had a higher accuracy than conventional ML algorithms. In [52], the 

authors employed the SVM technique to predict stock prices and concluded that 

SVM prevented the problem of overfitting. When it came to individual stocks, the 

authors of [26] concentrated their research on the use of network characteristic 

variables as input variables for KNN and SVM algorithms to predict the next-day 

fluctuation patterns of individual stocks. Table 2.3 summarizes the limitations and 

results of these ML approaches to classify stock exchange data streams. 
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Table 2.3 Machine learning techniques for classifying stock exchange data streams 

 

Apart from the state-of-the-art ML algorithms like SVM, Naive Bayes, KNN, and 

random forest (RF) for data stream classification, other approaches to enhance the 

overall performance of classifiers were also employed in the past. In [53], the authors 

proposed adaptive random forest (ARF) with resampling and adaptive operators to 

cope with the drifting concepts of data streams. They concluded that ARF was more 

accurate and used fewer resources than state-of-the-art algorithms. The authors in 

[54] concluded that the generalization capability and accuracy of data stream 

classifiers could be improved by adding more hidden layers in extreme learning 

machines. Table 2.4 summarizes various ML algorithms and other similar works like 

Active learning classifier [55], Similarity-based data stream classifier (SimC) [56], CVFDT 

[57], dsCART [58], FS-SVM [59], Hoeffding adaptive tree (HAT) [60] and IDS-ELM [61] 
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for data stream classification along with the technique, evaluation parameters, and 

type of data set used. 

Table 2.4 ML algorithms for data stream classification 

 



 

36 

 

Table 2.4 continues…….. 

 

ML plays a significant role in DM. ML algorithms discover hidden anomalies 

and exceptional patterns. Surveying the past and recent related studies reveals that 

classifying data streams using traditional ML approaches has various challenges 

and issues due to the enormous volume, high speed, veracity, and changing 

concepts of data streams. The first challenge is handling the enormous volume of 

the data stream. Mining such a considerable volume of data requires unbounded 

memory, while the available memory for processing is limited. 

Therefore, mining data stream demands high performance in terms of accuracy 

and speed. Also, the parameters have to be modified dynamically during the 

interactive mining of data streams [62]. The second challenge is the adaptation of 

data stream algorithms with the changing concepts of data stream known as concept 

drift. The algorithms for the data stream need to be incremental to address the 

concept drifts occurring in data streams. The third challenge is the evaluation of 

data stream algorithms. Data stream algorithms require novel evaluation methods 

and metrics, as the traditional metrics are designed for algorithms using static data 
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[63]. However, data streams are dynamic and change with time. Thus, historical 

data becomes irrelevant for mining. The fourth challenge is handling the 

multidimensionality of the data stream, which needs sophisticated mining 

techniques. The fifth challenge is avoiding overfitting or underfitting data stream 

models [64]. These challenges and issues need to be resolved for developing 

efficient classification algorithms for data streams. Figure 2.4 shows the challenges 

faced by traditional ML techniques in data stream classification. 

 

 

 

 

 

 

 

 

Related studies for addressing the above-mentioned challenges diverted the 

attention of the researchers towards DL approach.  DL is one approach that can 

address these issues while also providing significant improvements over traditional 

machine learning approaches. DL models eliminate the need to use handcrafted and 

engineered features in training. As a result, the models easily extract features that 

may not be obvious to the human eye. Furthermore, DL models boost the accuracy 

of the classifier. Section 2.4 discusses the DL approach for data stream classification 

in detail. 

 

 
Figure 2.4 Challenges of ML techniques for data stream classification 



 

38 

 

2.4 Deep learning and deep learning techniques for data stream classification 

A DNN is an ANN that has multiple layers between the input and output 

layers. DL is a ML and artificial intelligence (AI) technique that is designed to 

mimic the way humans learn. 

DL is used extensively in data science. DL is beneficial for data scientists 

responsible for gathering, analyzing, and interpreting massive amounts of data; it 

speeds up and simplifies the process. It is a means to automate predictive analytics 

at its most basic level. DL algorithms are built in a hierarchy of increasing 

complexity and abstraction unlike typical ML algorithms, which are linear. A 

domain expert identifies most of the valuable features in traditional ML approaches 

to minimize data complexity and make patterns more evident for learning 

algorithms to work. The most significant benefit of DL algorithms over ML 

algorithms is that they attempt to learn high-level features from data incrementally, 

reducing the need for domain expertise and the extraction of hard-core features 

[65]. DL is a layered structure, and it has many hidden layers between the input and 

the output layers. As a result, such networks are referred to as “deep.” For example, 

Figure 2.5 shows a DNN with three hidden layers. 

 

 

 

 

 

  

 
Figure 2.5 DNN with three hidden layers 
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DL is learning multiple levels of representations and abstractions. These 

multiple layers help to extract knowledge and information from Big Data. DL can 

utilize unlabeled data during training, solve complex problems that require 

discovering hidden patterns in the data, combine them, build much more efficient 

decision rules, and understand relationships between a large number of 

interdependent variables. 

 

The most significant distinction between DL and regular ML is its performance 

when data scales up. Traditional methods cannot deal with Big Data, as they cannot 

extract nonlinear patterns and solve Big Data area problems. Knowledge has always 

been the key to success. 

 

Furthermore, it makes machines independent from humans by extracting 

helpful information from unsupervised data without human intervention. Thus, DL 

models are better than ML models and are more efficient because they need less 

computation [66]. Table 2.5 lists the DL techniques like Adaptive incremental deep 

learning solver [67],  Streaming deep forest (SDF) algorithm [68], GRU-FCN [69], Stacked 

sparse autoencoder (SSAE) [70], Asynchronous dual-pipeline deep learning algorithm 

[71], Hybrid deep learning model [72], GUS-DL algorithm [73], and Deep super learner 

[74] for data stream classification along with the description, data set, and 

evaluation parameters. 
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Table 2.5 Deep learning techniques for data stream classification 
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Table 2.5 continues…. 

 

 

DL is a process that requires many iterations. Experiments with various 

permutations are done to discover which combination of hyper-parameters works 

best. As a result, it’s critical for the DL model to train in less time without 

sacrificing quality. The goal of DL is to minimize the difference between actual 

and predicted output. The difference is known as cost function or loss function. 

Figure 2.6 shows the optimization of the DL model. 
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Optimizers are techniques or approaches that adjust the characteristics of the 

DNN, such as weights and learning rate, to reduce cost function or loss function. 

The optimizers determine how to alter the neural network’s weights or learning 

rates to reduce losses. Optimization algorithms or methods are in charge of 

lowering losses and delivering the most accurate results. Many researchers 

experiment with different techniques to optimize the DNN to make more accurate 

predictions. For example, the authors in [75] proposed that feature selection 

optimized the DNN and improved prediction accuracy. They experimented with 11 

feature selection algorithms and suggested that feature selection optimized the 

DNN in many cases. In [76], authors commented that feature selection optimization 

could generalize unknown data, avoid overfitting, boost the average accuracy of the 

classifier for both two-class and multiclass data sets and lower the cost of measuring 

feature values. Section 2.5 discusses the different approaches to increase the 

efficiency of the data stream classifiers based on the DNN. 

 

 
Figure 2.6 Optimization of deep learning model 



 

43 

 

2.5 Different approaches for enhancing the efficiency of data stream 
classifiers 
The utilization of intelligent IoT devices, sensors, and social networks has 

resulted in an enormous volume of IoT data streams generated every day from 

several applications that can be turned into valuable information using ML tasks. 

Several crucial difficulties occur in practice in extracting valuable knowledge from 

these dynamic data streams; the most important is that the stream must be 

efficiently handled and processed. In the literature, several works aimed to enhance 

the efficiency of data stream classifiers. In [77], the authors suggested a 

summarization technique for data stream analytics. In that technique, a synopsis of 

the information gathered from stream instances was preserved by either storing a 

tiny portion of the incoming data or creating alternative data structures that stored 

a summary of the data. Some techniques of summarization are sampling, histogram, 

sketching, and dimensionality reduction. In some past works [18] [78], researchers 

discussed combining multiple models to improve the accuracy of the final ensemble 

model. The outputs of the individual models were aggregated to reduce model error 

and maintain generalization. 

Other techniques like creating ensemble models for data stream classification 

have also attracted the attention of many researchers [19]. The ensemble approach 

combines multiple models known as base models to reach the final decision. The 

base models differ from one another. Therefore, by ensembling the model’s 

decisions, the accuracy of the result increased significantly. This fact has increased 

the popularity of the ensemble-based approach in machine learning among 

researchers; Table 2.6 lists the popular ensemble-based approaches like Ensemble 

for nonstationary data stream (ENSDS) [79], CWEOS-ELM [80], OOB and UOB 

ensemble learning [81], DDCS [82], MSRS [83], and SAE [84] for classifying data 

streams. 
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Table 2.6 Ensemble approach for classifying data streams 

 

Furthermore, the authors in [85] suggested that using an appropriate 

preprocessing approach positively impacted the classification outcome. Therefore, 
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the authors applied complex event processing (CEP) to define preprocessing rules 

for data streams. The efficiency and performance of the data stream classification 

algorithm were also affected by the dynamic nature, high dimensionality, and the 

concept drifting nature of data streams. Concept drift in data streams occurs when 

the old features become obsolete and new features emerge with time. Drifts or 

changes in data streams can be sudden, gradual, incremental, or recurring. Figure 

2.7 shows the types of concept drifts in data streams. 

 

 

 

 

 

 

Therefore, it is challenging for researchers to design an efficient algorithm 

for classifying data streams. Selecting relevant features from the available 

features and discarding irrelevant ones is called feature selection. It is one of the 

techniques to improve the efficiency of data stream classifiers because in data 

streams, the relevant subset of features changes over time. The ensemble concept 

is applied to FS tasks to get the most relevant and recent optimal subset of features. 

Ensemble FS produces a more robust result for classifier learning tasks and 

handling concept drifting features. In [20], the authors applied an ensemble-based 

strategy that combined multiple feature selection procedures to provide an 

 

 
Figure 2.7 Types of concept drifts in data streams 
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aggregate result that reduced the variance of a single result and eliminated 

irrelevant features. The authors in [86] combined FS techniques such as filtering 

and wrapping. The filtered phase calculated and scored each feature’s information 

gain (IG) before passing it on to the wrapper phase. The wrapper phase looked for 

the best subset of features toward the end. Figure 2.8 demonstrates the process of 

ensembling different feature selection methods to obtain the final feature subset. 

 

 

 

 

 

 

 

 

In [87], the authors proposed a method that used the Gini index (GI), IG, SVM, 

and LR to develop a two-level ensemble for FS. The authors in [88] extended 

mRMR to mRMRe—an ensemble variation that builds and ensembles numerous 

feature sets rather than a single list of features. An ensemble-based wrapper for 

feature selection from data with a highly skewed class distribution was used in [89]. 

The main idea was to use sampling to build several balanced data sets from the 

original unbalanced data set and then use an ensemble of base classifiers trained on 

each balanced data set to evaluate feature subsets. In [90], the authors used an extra 

ensemble tree for feature selection. The extra tree ensemble feature selection 

method used an ensemble of extra tree classifiers to determine the essential 

 

 Figure 2.8 Ensemble feature selection 
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characteristics that contributed to the class target.  A hybrid feature selection 

technique was used in [91]. It combined three feature selection approaches for 

selecting significant features: chi-square, IG, and principal component analysis 

(PCA) to create a unique hybrid feature selection strategy that performed well 

across all data sets. In FSE algorithm [92] also, authors used ensemble-base feature 

selection for data streams . The techniques discussed here are used for either binary 

classification or for multiclass classification. Table 2.7 gives the description of the 

data set and the category of classification for which the technique is used. 

Table 2.7 Ensemble-based feature selection algorithms for data streams 
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In the present research work, the extra tree ensemble-based feature selection 

technique was employed to optimize classification results to enhance the efficiency 

of the data stream classifier. 

2.6 Recent techniques/classification models for data stream classification 

Recently, many researchers have been involved in finding the techniques for 

improving the efficiency of data stream classifiers. Table 2.8 summarizes some of 

the recent advancements in this area like  DISSFCM (Dynamic incremental semi-

supervised FCM) [93], Similarity-based data stream classifier (SimC) [56], LELC [94], 

PAW [95], Self-paced ensemble algorithm [96], An iterative boosting-based ensemble 

algorithm [97] and A clustering and ensemble-based classifier algorithm [98] along with  

the possible limitations and evaluation parameters used to evaluate the 

model/technique/algorithm. 

Table 2.8 Recent techniques/classification models for data stream classification 
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Table 2.8 continues.. 

 

2.7 Evaluation parameters for data stream classification 

In the literature, various evaluation measures like accuracy, recall, precision, 

F1-score, G-mean, AUC were considered for the evaluation of data stream 

classifiers during the classification of data streams. However, accuracy is not 

always a perfect evaluation metric for performance evaluation, especially in an 

unbalanced class. So, there is a need to consider other evaluation measures for data 

stream classification. Table 2.9 shows the evaluation parameters used in different 

research works in data stream classification. 
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Table 2.9 Evaluation parameters 

 

2.8 Conclusion 

This chapter summarized the literature relating to traditional ML techniques to 

classify data streams. The challenges and issues faced by ML algorithms in 

handling streaming data were identified. Further, the DL approach to improve the 

efficiency of data stream classifiers was reviewed. In conclusion, this review 

demonstrated the shortcomings of the traditional ML-based approach to classifying 

data streams. These studies also showed that the DL approach was effective and 

fast compared to the traditional ML-based approach. 

Furthermore, the evidence reviewed here suggested that feature selection and 

the ensemble approach could further enhance the efficiency of the DL model. At 

the end of this chapter, evaluation parameters used by various research works in the 

area of data stream classification were also discussed. It can be concluded that 

evaluation parameters like accuracy are not enough to evaluate data stream 

classifiers, especially when the data set is unbalanced. Thus, data stream classifiers 

need to be evaluated using parameters applicable for balanced and unbalanced data 

streams. 
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Chapter 3   

The Deep Ensemble Algorithm Learning 
(DEAL) Framework 

 

Data stream is classification is crucial to take intelligent decisions on the fly. In 

the last decade, several studies and experiments have been conducted to explore 

efficient techniques for data stream classification. A study of relevant literature in 

Chapter 2 reveals that conventional ML classification techniques provides expected 

performance with static data. However, these conventional techniques encounter 

many challenges like handling concept drifts, multidimensionality, and a high 

volume of data in dynamic data stream environments. Furthermore, the 

performance of conventional ML classifiers degraded due to the transformation of 

data sets from static to dynamic data streams. Thus, researchers shifted their 

attention from conventional ML algorithms to DL based algorithms to better adapt 

to the dynamic environment. The survey of past work also exposed possibilities to 

improve the performance of the classifiers using techniques like ensemble 

approach, feature selection, and optimization. Therefore, the present research aims 

to design and implement an efficient data stream classifier based on deep learning 

and an ensemble-based approach to contribute in the same direction. The 

contribution of this research is manifold. The proposed framework predicts and 

classifies instances from real-time data streams. It can handle binary and multiclass 

classification and also handle classes of unbalanced data proportions. 

The proposed Deep Ensemble Algorithm Learning (DEAL) framework is based 

on neuro-computational models and ensemble optimization. The DEAL combines 

deep learning for classification and extra tree (ET) ensemble for optimization to 
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perform predictions in real-time data streams. In Section 3.1, the construction and 

methodology of the proposed framework are presented. The section includes the 

phases/steps involved in defining the construction of the DEAL framework and the 

flowchart representing the overall methodology. Section 3.2 concludes the chapter 

and gives an overview of the next chapter. 

3.1 A novel DEAL framework for efficient classification of data streams 

This section illustrates the construction of the proposed framework for making 

predictions in real-time data streams[99]. The proposed framework works in three 

phases. The first phase is the learning phase. In this phase, the data is made ready 

for feeding in the DNN, and the DNN is trained with training data to classify data 

streams. The second phase is the optimization phase. In this phase, the output of 

the first phase is optimized with an extra tree ensemble-based optimization 

technique. Finally, the model is implemented to predict the class of the input data 

streams using testing data. In this phase, the implemented model is evaluated using 

metrics that suit the data stream environment and are often ignored in previous 

works. The proposed framework is adaptive for the changes in data streams and 

robust against incoming latent transaction patterns. Figure 3.1 shows the complete 

framework, and the following section explains the various components of the 

framework. 
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3.1.1 Learning phase 

Learning is an offline phase. It involves data preparation, feature engineering, 

tensor transformation, and DL-based classification. Figure 3.2 shows the steps 

involved in learning phase. 

 

 

 

 

 

 
Figure 3.1 Phases of proposed framework 
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The learning phase of the proposed model comprises the following steps: 

1. Data preparation and visualization: Data preparation is preparing the data 

for feeding into an analytics platform. The data to be analyzed must be cleaned, 

structured, and transformed into a form that analytics tools can consume. The 

data preparation and visualization step of the proposed framework is shown in 

Figure 3.3. 

 

 

 

 

 

 

 

 

 To prepare the data for analysis, data cleaning, preprocessing, 

normalization, and exploratory analysis are performed.  
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Figure 3.3 Data preparation and visualization phase 
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Figure 3.2 Steps involved in learning phase 
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 In this framework, initially, the data cleaning process takes place by 

consolidating/separating fields and columns, altering formats (nominal to 

categorical), eliminating obsolete or garbage data, and correcting the data. 

Once the data is cleaned, it enters into a preprocessing stage; at this stage, 

missing values, attributes, and outliers will get treated, and then the data is 

normalized to transform the data values to a standard scale. Normalization 

takes place without any distortion or loss of information. After data 

normalization, exploratory data analysis takes place. Exploratory data 

analysis is performed to discover patterns, detect anomalies, test 

hypotheses, and verify assumptions with the help of summary statistics and 

graphical representations. 

2. Feature engineering: Feature engineering refers to the knowledge applied 

to create new features, select relevant features, and reduce data 

dimensionality. Feature engineering makes the data set compatible and 

improves the analytical model’s performance. In this framework, the feature 

engineering step is carried out using different techniques depending on the 

data set and applications, like  

 For the datasets having missing values, Imputation (numerical and 

categorical imputation) is applied. 

 For categorical or numerical data, binning is applied to prevent model 

overfitting and to make the model robust. 

 For highly skewed data sets, Log transform is applied. 

 For changing categorical data to a numerical format One-hot encoding is 

done. 
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3. Tensor transformation: A tensor is a potentially higher dimensional 

representation of vectors and matrices. Tensor algebra is a known technique 

for the training and operation of DL models. Tensor transformation enables 

the conversion of rich features in the model’s format for easier and faster 

computation. In this framework, the features have to be transformed into 

tensors to fit into the model. The tensors are represented as n-dimensional 

arrays of base data types. Tensors are used to extract maximum performance 

from the system’s hardware offering. The activations, pooling, convolution, 

and inner products evolve as primitives for optimized DL. Finally, 

correlation tensors are supplied as input to the DEAL model. 

4. DL-based classification: The DL model consists of input, output, and 

hidden layers. The first and last layers are input and output layers, 

respectively. This framework comprises a stack of “dense” layers, 

“activation” functions, and “dropouts.” “Dense layer-1” accepts input 

features, nonlinear transformation operations take place at hidden layers, 

and the output layer presents the classification results. The architectural 

diagram shows a stack of “dense” layers, “activation” functions, and 

“dropouts.” The architectural diagram for the proposed DL network is 

generated using the “matplotlib” Python library and is shown in Figure 3.4. 
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 Figure 3.4  Architecture of DL model 
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Each new layer in the proposed model is a collection of nonlinear functions of 

the weighted sum of the previous layer's (fully connected) outputs, as shown in 

Equation 1. 

𝑓(𝑥) = (∑ 𝑤

ୀଵ ∗  𝑥) + 𝑏…………………………………(1) 

Where,  

m is the number of neurons in the previous layer 

w is a random weight 

x is the input value 

b is the random bias 

Further, in the proposed DL model, supervised learning takes place by adjusting 

the connection weights. The weights are adjusted for each neuron depending on the 

errors, outputs received, and expected results. The weight change ∆𝑤  calculation 

uses Equation 2: 

∆𝑤 = −ŋ𝜕𝐸(𝑊)/𝜕𝑊……………………………………(2) 

Where Ŋ is the learning rate; E(W) is the error function 

The errors are sent back through back-propagation. 

For binary classification, rectified linear unit (ReLU) activation function is 

used in dense layers 1 and 2, and sigmoid activation function is used in dense layer 

3. Whereas, for multiclass classification, leaky ReLU activation function is used in 
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dense layers 1 and 2, and Softmax activation functions activation function is used 

in dense layer 3. In Figure 3.5, different layers of the DL model are shown. 

 

 

 

 

 

 

 

 

 

 

The leaky ReLU has the advantage of overcoming the “dying ReLU” 

problem and thus takes less time to train a model. The mathematical expression for 

leaky ReLU is given in Equation 3. 

 𝑓(𝑥) = 0.01𝑥    𝑓𝑜𝑟 𝑥 < 0    and     𝑓(𝑥) = 𝑥 𝑓𝑜𝑟 𝑥 ≥ 0……………(3) 

The details of the nodes, layers, activation functions, and dropouts are given in 

Table 3.1. 

 

 

 

 

 
Figure 3.5 Layers of the DL model 
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Table 3.1 Details of the nodes, layers, activation functions, and dropouts 

 

Framework 

architecture 

Hyper 

parameters: (CNN) 

Hyper 

parameters: 

(MLP) 

Hyper parameters: 

DEAL (proposed) 

Input Matrix Matrix Tensor 

Convolutional layer Filters: 8; ReLU N/A N/A 

Max pooling (sub 

sampling) layer 

Pool size: 2 or (2, 2) N/A N/A 

Convolutional layer Filters: 4; ReLU; N/A N/A 

Connection layers 3 3 3 

Dense layer Nodes  32; ReLU Nodes = 32: 

tanh 

Nodes 32; ReLU 

Dense layer Nodes  16; ReLU Nodes = 16: 

tanh 

Nodes 16; ReLU 

Output layer 2 Classes;  

Softmax 

2 Classes; 

Score  

2 Classes;  

Sigmoid, dropout = 0.1 

Objective/Loss 

function 

MAE MAE Categorical loss and 

MAE 

Optimizer SGD SGD ADAM 

Max epochs 10 10 iterations 10 

Validation split 0.2 N/A 0.1 
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Probability score is obtained as the output of the learning phase. The probability 

score is optimized during the optimization phase, to improve the efficiency of the 

proposed model. 

3.1.2 Optimization phase 

At this step, optimization of the DL model developed during the learning phase, 

takes place. The optimization improves the DL model’s performance and gets 

accurate predictions. In the proposed framework, the optimization is carried out 

using the extra tree ensemble feature selection technique. The ET ensemble 

algorithm is a top-down approach to build an ensemble of unpruned decision trees. 

The entire training sample is applied to split the nodes by selecting cut points 

randomly. The ET with k decision trees is used for feature selection. The value of 

k decides the number of features in a random sample of features. Here, the decision 

criteria used is information gain. Each feature is ordered in descending order 

according to the Gini importance of each feature, and the top k features are selected. 

In this way, a highly predictive feature subset is obtained. 

The formula for information gain is given in Equation 4: 

………………..(4) 

The ensemble consists of several classifiers, each with its feature subset. The 

final feature subset is obtained by ensembling all the feature subsets. The ensemble 

is updated with a new classifier having an updated feature subset each time the 

performance drift occurs. The final prediction or classification is obtained by the 

majority vote among the aggregated predictions. In this way, a highly predictive 

feature subset is obtained. The feature selection using the extra tree ensemble 

approach is depicted in Figure 3.5. 
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Ensemble learning thus enhances the feature selection and performance of the 

classifier by selecting the most relevant features and removing irrelevant and 

redundant features. In addition, selecting the minimum number of features reduces 

the computational complexity of the model as only a small subset of the features is 

processed in deep learning. The DL model is thus optimized with ensemble-based 

features to maximize performance. 

 

Figure 3.6 Extra Tree Ensemble optimization 
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This approach achieves the approximately optimal global FS by acquiring 

feature subsets from different perspectives. Finally, the objective function, such as 

the cost or loss function of the model, is minimized to optimize the model. 

3.1.3 Prediction phase 

The developed and trained model in learning and optimization phases is 

deployed to classify various data streams in the prediction phase. The prediction 

phase is depicted in Figure 3.6. 

 

 

 

 

 

 In this work, the developed model is implemented in different domains 

like CCFD, stock trend predictions, HAR, and poker games. Different data streams 

are preprocessed using different techniques, and preprocessed data is fed into the 

trained model for prediction. 

 The deployed model is evaluated using various standard metrics like 

prediction accuracy, precision, recall, and F-score. In addition, the model is also 

evaluated using categorical accuracy. This evaluation metric is significant when the 

data stream is unbalanced. Figure 3.7 shows the flowchart for constructing the 

proposed framework. 

 

 

 Figure 3.7 Prediction phase 
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Figure 3.8 Flowchart for the proposed framework 
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3.2 Conclusion  

In this chapter, the DEAL framework for real-time data stream classification 

has been presented. Further, the chapter also detailed all the three phases that are 

involved in developing the DEAL framework. The first phase is for learning and 

training the DEAL model. In this phase, the input data is initially cleaned, 

transformed, and finally fed into the DL model for classification. In the second 

phase, the model is optimized. ET ensemble feature selection technique is 

employed to optimize the proposed model for better prediction. Finally, the third 

phase is for prediction. In this phase, the trained model is used for classification of 

real-time data streams. In Chapter 4, details the algorithms and experimental setup 

for implementation of the DEAL framework has been presented. 
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Chapter 4   

DEAL and Extra Tree Ensemble 
Algorithm for Data Stream Classification 

The continuous generation of data streams is common in data-intensive 

applications like wireless sensor networks and social media platforms. 

Classification and analysis can glean meaningful information from these streams. 

However, it is difficult to extract significant knowledge from these potentially 

infinite data sets due to their changing nature and quick arrival rate. To overcome 

these issues, a DEAL framework for efficient data stream classification is proposed 

in detail in Chapter 3. This chapter presents the algorithms designed to implement 

the proposed DEAL framework. Various advanced ML libraries and tools have 

been used for experiments in this research work. The experimental setup, tools, and 

libraries used to implement the DEAL framework for real-time data streams are 

discussed in this chapter. There are many evaluation metrics like accuracy, false-

positive rate, sensitivity, and so on to measure the performance of a classifier. 

Furthermore, there are specific metrics for different sectors, as each region has 

different priorities and goals. This chapter also presents the evaluation parameters 

used in this research work. Section 4.1 presents the algorithms for the proposed 

DEAL framework. The experimental setup, including tools and libraries, is detailed 

in Section 4.2. The parameters for performance evaluation are discussed in Section 

4.3. Finally, Section 4.4 concludes the chapter. 
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4.1 Algorithms for the proposed framework 

The algorithms designed based on the proposed framework for efficient data 

stream classification are presented in this section. Two algorithms, DEAL an ET 

ensemble, are designed to implement the proposed framework. The DEAL 

algorithm implements the learning phase of the proposed approach, while the DL 

model is trained for classifying data streams. The ET ensemble algorithm 

implements the optimization phase, while the DL model is optimized for better 

predictions. The algorithms are discussed in detail in the following subsections 

4.1.1 and 4.1.2. 

4.1.1 DEAL Algorithm 

The proposed framework uses the DEAL algorithm to implement the learning 

phase for training the DL model. The DL model is trained to classify the data 

streams in this phase. In the first step of the DEAL algorithm, features are supplied 

as input to the input layer of the DL model. These input features are transformed 

into tensors. The tensors are supplied as input to the dense layer of the DL model. 

In the dense layers (one, two, and three), the nonlinear function of the weighted 

sum gets calculated, and activation function ReLU is applied to the output. During 

this process, the output of the current layer becomes the input of the next higher 

layer. Finally, the sigmoid activation function is applied in the output layer for 

binary classification, and Softmax is applied for multiclass classification. The 

extended form of ReLU—that is, leaky ReLU—has been used in this work to speed 

up the training process. In the output layer, the probability score is calculated. This 

score gives the probability of an instance belonging to a particular class. The output 

of this phase is optimized in the next phase. Table 4.1 lists the notations used in the 

DEAL algorithm, followed by the DEAL algorithm in Algorithm 1. 
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Table 4.1 Notations for DEAL algorithm 

Notations: 

𝑻 𝒙𝒏
, 𝑻 𝒅𝒏

, and 𝑻 𝒅𝒎
 𝑎re tensors applied to input, dense layer 1, and dense layer 

2, respectively. 

𝑾𝒏, 𝑾𝒎, and 𝑾𝒐 are activations applied at dense layer 1, dense layer 2, and 

output, respectively. 

𝒙𝒊 = {𝒙𝟏, 𝒙𝟐 … … . 𝒙𝒏} 

𝒘𝒊 = {𝒘𝟏, 𝒘𝟐 … … . 𝒘𝒏} 

𝒙𝒊 is feature; 𝒘𝒊 is weight; n is no. of features/weights. 

𝒃𝒏, 𝒃𝒎, and 𝒃𝒇, are biases applied at dense layer 1, dense layer 2, and output 

layer 

ReLU:  

𝒓𝒆𝒍𝒖(𝒙) =  ൜
𝒙 𝒊𝒇 𝒙 ≥ 𝟎
𝟎 𝒊𝒇 𝒙 < 0

ൠ 

 

𝝈: Sigmoid function: 

𝝈(𝒙) =  
𝟏

𝟏 + 𝒆ି𝒙
 

 

ŷ: Score calculated by DL 

𝜸: Score calculated by an ensemble 

𝒉(. ): Ensemble 
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Algorithm 1: DEAL algorithm 

Start 

1. Input Features:  𝒙𝒏 

2. Transform it to tensor: 𝑻 𝒙𝒏
  

3. At dense layer 1, feed 𝑻 𝒙𝒏
 

4. Calculate: [𝑻 𝒙𝒏
, 𝒘𝒏] =  𝑻 𝒙𝒊

∗  𝒘𝒊 

5. Apply 𝑟𝑒𝑙𝑢 activation function to output tensor ൣ𝑇 ௫
, 𝑤൧: 

𝑻 𝒅𝒏
=  𝒓𝒆𝒍𝒖 (𝑾𝒏[𝑻 𝒙𝒏

, 𝒘𝒏] + 𝒃𝒏) 

6. At dense layer 2, feed: 𝑻 𝒅𝒏
 

7. Calculate:                    [𝑻 𝒅𝒏
, 𝒘𝒎] =  𝑻 𝒅𝒊

∗  𝒘𝒊 

8. Apply 𝑟𝑒𝑙𝑢 activation function to output tensor ൣ𝑇 ௗ
, 𝑤൧  

                                          𝑻 𝒅𝒎
=   𝒓𝒆𝒍𝒖 (𝑾𝒎[𝑻 𝒅𝒏

, 𝒘𝒎] + 𝒃𝒎) 

9. At dense layer 3 (output), feed 𝑻 𝒅𝒎
 

10. Apply sigmoid activation function 𝜎 for binary or Softmax activation 

function for multiclass classification to 𝑇 ௗ
 

11. Calculate the probability score for predicting the class of transaction: 

ŷ =  𝝈 ( 𝑾𝒐ൣ 𝑻 𝒅𝒎
 ൧ +  𝒃𝒇) 

12. Apply ensemble 𝜸 = 𝒉(ŷ𝟏, ŷ𝟐, … … ŷ𝒏) 

13. Finally, using an objective function such as error function: E(W) 
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𝐄(𝐖) = − 
𝟏

𝒎
 𝒚𝒊 𝐥𝐨𝐠(𝜸) + (𝟏 − 𝒚𝒊) 𝐥𝐨𝐠(𝟏 − 𝜸)

𝒎

𝒊ୀ𝟏

 

14. Apply optimization 

Output: Class labels 

 

4.1.2 ET Ensemble Algorithm 

The optimization phase of the proposed framework uses the ET ensemble 

algorithm. The optimization minimizes the cost/loss function and improves the 

performance of the DL model. The DL model is optimized using the ET feature 

ensemble technique in this work. The idea behind this technique is that the 

performance of the data stream classifiers degrades due to changing concepts with 

time. The ET feature ensemble technique generates a new feature subset containing 

only relevant features required for data stream classification. The model is trained 

using the updated feature subset, and thus, the overall efficiency of the model 

improves. The first step checks for feature change in the current feature set in the 

ET ensemble algorithm. The new feature subset will be generated only if the current 

feature set has changed due to concept drift. For generating the new feature subset, 

the feature importance of each feature is calculated, and then the features are 

arranged in descending order of feature importance value. In the next step, the first 

k features are selected to form the feature subset, where k comprises the randomly 

selected features at each node. Finally, the feature subsets are ensembled to obtain 

the final feature subset. The ensembled feature subset incorporates the new 

concepts. Table 4.2 lists the notations used in algorithm 2 followed by ET algorithm 

in Algorithm 2. 
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Table 4.2 Notations for ET ensemble algorithm 

Notations: 

sAN(S ): split at node S method 

S: the training subset corresponding to the output class (node). 

f: is feature split. 

fc: is candidate features or 

fk: random cut points returned by chooseRS(S, f) method 

stopS(S): is stop split method with parameter S 

K: no. of features randomly selected at each node. 

chooseRS(S, f): Choose a random split method 

fSmin: Minimal value of f in S 

fSmax: Maximal value of f in S 

stopSplit(S): stop split method 

nmin: is the minimum sample size for a split. 
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Algorithm 2: ET ensemble algorithm 

sAN(S) 

Input: S  

Output: a split [f < fc] or none 

1. if (stopS(S)) is TRUE  

          { return None } 

      else 

          { 

a) select K features {f1, . . . , fk } from all fc that non constant 

(in S); 

b) Take K splits {s1, . . . , sK }, where si  = chooseRS(S, fi ) ∀i 

= 1, . . . , K; 

c) return a split s∗ such that Score (s∗, S) = max I = 1,...., K 

Score (si , S). 

            } 

chooseRS (S, f) 

Inputs: S and f 

Output: a split 

1.  Draw a random cut-point fk uniformly in [fSmin, 
fSmax]; 

2.  return the split [a < ac]. 
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The following section presents the system requirements, tools, and libraries 

used for the DEAL framework implementation. 

4.2 System requirements, Tools, and Libraries 

The experimental system comprises an Intel Core i5 (2.0 GHz.) processor with 

8 GB  RAM. The operating system environment is Microsoft Windows 10 (64 bit). 

The system is installed with DL libraries: Keras, Google TensorFlow, and other 

useful libraries such as Scikit-Learn, NumPy, and Pandas installed over Python. 

The Python language is a well-known object-oriented, interactive, and dynamically 

typed programming language. The model is developed in Python language (version 

 

stopSplit (S) 

Input: S 

Output: a boolean 

1. if (|S| < nmin) then  

                    return TRUE;       

2. if all features are constant in S,  

                   return TRUE; 

3. if the output is constant in S,  

                   return TRUE; 

      else  

                  return FALSE. 
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3.7.0 and 3.6.6) utilizing Keras as the high-level API developed for Google's 

TensorFlow. The system details are mentioned in Table 4.3. 

Table 4.3 System details 

 

 

Tools and Libraries 

The tools and libraries used to carry out the implementation of the proposed 

framework are as follows: 

 

Tools 

Anaconda Navigator is a desktop GUI to launch applications and manage 

packages needed for experimentation. 

Jupyter Notebook is open-source software to create and share live code, 

equations, visualizations, and narrative text within a document. 

System/Tools/Environments/Libraries Version/Configuration 

Processor Intel Core i5 10th generation 

RAM 8 GB 

Operating System Windows 10 (64 bit) 

Python 3.6.6 and 3.7.0 
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Google Colaboratory, or “Colab” for short, is a product of Google Research. 

Colab allows anyone to write and execute arbitrary Python code through a browser 

and is particularly suitable for ML, data analysis, and education. 

 

Libraries 

TensorFlow for high performance and flexible numerical computation with 

solid support for ML and DL across many scientific domains. 

Keras is a high-level NN API, written in Python and capable of running on top 

of TensorFlow. 

Pandas is a powerful data-frame (tabular) object for data structures and 

analysis. 

Seaborn and matplotlib are used, which are popular graph libraries for 

comprehensive 2D plotting. 

Scikit-learn is used, which provides simple and efficient tools for data mining 

and analysis. It is a powerful tool built on SciPy, NumPy, and matplotlib. 

Scipy is used, which is a fundamental package for mathematics and scientific 

computing. 

Numpy is a fundamental package for numeric computation. 

Table 4.4 gives a detailed description of tools and libraries. 
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Table 4.4 Tools and libraries 
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4.3 Evaluation parameters 

The confusion matrix for two-class and multiclass classification is the most 

intuitive and easiest way to find the performance of the model. 

Confusion Matrix  

 

The metrics used to evaluate the performance of the proposed model are 

accuracy, precision, recall, F1-score, and categorical accuracy. In this work, 

categorical accuracy, which is often ignored in previous works, is used. These 

parameters have been obtained using the confusion matrix. 

Categorical Accuracy 

Accuracy might be deceiving when dealing with a skewed data set. A model 

can accurately forecast the value of the majority class in all predictions and attain 

a high classification accuracy in such a situation. However, the model is ineffective 

in the problem domain because of the significant class imbalance. The categorical 

accuracy is crucial in evaluating data stream models, especially with an unbalanced 

data stream. 

The categorical accuracy metric determines how well the model makes the 

correct prediction. It is the percentage of predicted values that match up with actual 

values. Therefore, categorical accuracy = 1 indicates that the model’s predictions 
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are entirely accurate. The details of the evaluation parameters are given in Table 

4.5. 

Table 4.5 Evaluation parameters 

 

The parameters discussed here are used to evaluate the performance of the 

proposed DEAL framework. 

4.4 Conclusion 

In this chapter, the algorithms for implementing the DEAL framework have 

been presented with the system requirements, tools, and libraries required to 

implement the DEAL framework. The chapter has also described the metrics for 

performance evaluation of the proposed model. The next chapter presents the 

experimental results of the DEAL framework for binary and multiclass 

classification data streams. 
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Chapter 5   

DEAL Framework for Data Stream 
Classification 

 

For efficient data stream classification, Chapter 4 has proposed a DEAL 

framework. Further, that chapter also detailed the experimental setup and 

evaluation parameters for the DEAL framework. The present chapter details the 

experiments carried out on the DEAL framework for data stream classification. 

Both the binary and multiclass datasets is used for experimentation purpose. The 

dataset description along with the results and, comparison of prediction and 

categorical accuracy is also detailed. Section 5.1 presents the implementation 

results of the DEAL framework for data stream classification. Finally, Section 5.2 

concludes the chapter.  

5.1 Implementation of DEAL framework for data stream classification 

In this section, the proposed DEAL framework is implemented for data stream 

classification. Chapter 4 has detailed the experimental setup along with the hyper-

parameters. Experiments were carried out on both binary and multi-class datasets.   

The binary datasets used for the experiments are CCFD, stock prediction, SEA 

generator and hyperplane. The multi-class datasets used for experiments are HAR, 

poker hand, RBF and LED generator. In the experiments, the datasets were divided 

in the ratio of 80:20 for training and testing purpose. The DEAL framework was 

trained using the training dataset during the learning phase and in the prediction 

phase, testing dataset has been used for making predictions. The following 

subsections present the results of the implementation for each data set along with 

the prediction accuracy and categorical accuracy. The two accuracies were 
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compared to evaluate the performance of the DEAL framework in dynamic and 

imbalanced data stream scenario. 

5.1.1 DEAL framework implementation on credit card dataset 

The credit card data set is highly unbalanced, having 492 fraudulent 

transactions out of 284,807 transactions in contrast to 284,315 legitimate 

transactions[40]. Fraudulent transactions in the data set represent only 0.172% of 

the total transactions.  

Figure 5.1 shows the distribution of normal and fraudulent transactions. 

 

 

 

 

 

 

 

 

 

This data set consists of 31 attributes, including the class attribute. Feature 

“class” is the target variable, and it is represented by a value of 1 in case of fraud 

and 0 in case of a standard transaction. 

 

 

 
Figure 5.1 Normal and fraudulent transactions 



 

81 

 

For experimentation purpose the dataset was divided into training and testing 

dataset, in the ratio of 80:20 i.e., 227846 instances to train the model and 56961 

instances to test the model. 

During the learning phase the DEAL framework trained the DL model over the 

training dataset. The DEAL algorithm thus iterated for all 227846 instances of 

training dataset.  During the prediction phase, the trained DL model was used for 

prediction[100]. Figure 5.2 shows the implementation procedure of the DEAL 

framework for credit card fraud detection. 

 

 

 

 

 

 

 

 

 

The output of the prediction phase determines whether the transaction was 

fraudulent or not.  The results are summarized in Table 5.1. 

 

 

 

 

 

Figure 5.2 Deal framework for CCFD 
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Table 5.1 Results of DEAL over credit card fraud detection data set 

 

An accuracy measure is not enough to evaluate the performance of the 

classifiers handling such a highly unbalanced data set. In this work, categorical 

accuracy measure is used for evaluation in unbalanced scenarios, which was 

ignored in previous works. The graph in Figure 5.3 compares the prediction 

accuracy and categorical accuracy of DEAL over the credit card data set. 

 

 

 

 

 

 

 

  Figure 5.3 Comparison of prediction accuracy and categorical accuracy 
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The values of accuracy and categorical accuracy are high, indicating that the 

unbalanced data set is classified efficiently using the DEAL framework. 

The graph in Figure 5.4 compares the training and testing accuracy of DEAL 

over the credit card data set.  

 

 

 

 

 

 

 

 

 

 

The graph in figure 5.4 shows that the value of training and testing accuracies are 

approximately equal, thus there is no instance of overfitting or underfitting. 

5.1.2 DEAL framework implementation on stock prediction data set 

The stock indices data was acquired from the NSE website for a six-year duration 

(13th Apr. 2013 to 29th Mar. 2019) [101] [102]. For experiment purpose, bank, 

automobile, and metal indices were considered. The acquired dataset has 1463 instances 

7 attributes. The training and testing data were numerical and was in the ratio of 

80:20. 
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Figure 5.4 Comparison of training and testing accuracy over CCFD dataset  



 

84 

 

The proposed DEAL framework was implemented for predicting price trends 

of stock indices[103]. Most correlative and highly predictive stock technical 

indicators (STIs) were supplied as input to the DL model in the learning phase. 

During feature extraction, technical analysis (TA) was applied to derive the STIs. 

In the optimization phase, the output of the DL model was optimized. The 

optimization was done by minimizing the cross-entropy loss. During prediction, the 

target label was generated as a binary response attribute for binary classification. 

The values in target attributes indicated the buy (1) or sell (0) decision. Thus, the 

model predicts the daily signal for buying/selling the indices at the end of the day. 

Figure 5.5 shows the implementation of the DEAL framework for stock price 

prediction. 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 5.5 DEAL framework for stock prediction 
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The results of implementing the DEAL framework over the stock prediction 

data set are summarized in Table 5.2. 

Table 5.2 Results of DEAL over stock prediction data set 

 

The graph in Figure 5.6 compares the prediction accuracy and categorical 

accuracy of DEAL over the stock prediction data set. 

 

 

 

 

 

 

 

 

 

  

 
Figure 5.6 Comparison of prediction accuracy and categorical accuracy 
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5.1.3 DEAL framework implementation on hyperplane data set 

The hyperplane generator is a synthetic dataset. It has 10 dimensions, two 

classes. For experimentation purpose, 10,0000 instances of dataset were generated. 

The training and testing dataset divided in the ration of 80:20. Table 5.3 shows the 

implementation results of the DEAL framework over the hyperplane data set. 

Table 5.3 Results of DEAL over hyperplane data set 

 

Figure 5.7 compares the prediction accuracy and categorical accuracy of DEAL 

over the hyperplane data set. 

 

 

 

 

 
 

 Figure 5.7  Comparison of prediction accuracy and categorical accuracy 



 

87 

 

5.1.4 DEAL framework implementation on sea generator data set 

The SEA generator is a synthetic dataset. It consists of 50,000 instances with 

three attributes, of which only two are relevant. In experiment, the training and 

testing data divided in the ration of 80:20 i.e., 40,000 instances used to train the 

model and 10,000 instances used during prediction phase. Table 5.4 shows the 

implementation results of the DEAL framework over the SEA data set. 

Table 5.4 Results of DEAL over SEA generator data set 

 

The graph in Figure 5.8 compares the prediction accuracy and categorical 

accuracy of DEAL over the SEA generator data set. 

 

 

 

 

 

 
 Figure 5.8 Comparison of prediction and categorical accuracy 
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5.1.5 DEAL framework implementation on HAR data set 

The HAR data set contains recordings of 30 people aged 19–48 doing daily-life 

activities (standing, sitting, lying down, walking, and going upstairs and 

downstairs) while wearing a wearable device with inertial sensors. There are 7352 

instances and six attributes. 

The activity set is listed Table 5.5. Labels are used to represent the activity 

corresponding to the movements of the user. 

Table 5.5 Activities in HAR data set 

 

Figure 5.9 shows the percentage of different activities in the data set during 

observation. 
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The DEAL was implemented over the HAR data set to predict the different 

activities (multiclass classification). The training and testing data divided in the 

ratio 80:20 i.e., 5882 instances used for training the model and 1470 used for 

prediction. The DL model performs the classification and was trained on training 

data. The output of the DL model was optimized to improve the model’s 

performance. The experiment results on HAR data set are summarized in Table 5.6. 

 

 

 

 

 

 
Figure 5.9 Percentage of different activities 
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Table 5.6 Results of DEAL over HAR data set 

 

The graph in Figure 5.10 compares the prediction accuracy and categorical 

accuracy of DEAL over the HAR data set. 

 

 

 

 

 

 

 

 

 

S. No. Evaluation parameter Result 

1 Prediction accuracy 98.7 

2 F1-score 0.989 

3 Recall 0.995 

4 Precision 0.981 

5 Categorical accuracy 83.18 

 

 
Figure 5.10  Comparison or prediction and categorical accuracy 
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5.1.6 DEAL framework implementation on poker hand data set 

The UCI repository poker data set has 11 attributes, 1,025,010 instances, and 

10 classes [3]. Each record is an example of a hand consisting of five playing cards 

drawn from a standard deck of 52 cards. Each card is described using two attributes 

(suit and rank) for 10 predictive attributes. In addition, there is one class attribute 

that describes the “poker hand.” The dataset was divided in the ratio 80:20 for 

training and prediction phase i.e., 820008 instances used for training the DL model 

during learning phase and 205002 instances used in prediction phase. Table 5.7. 

shows the evaluation results of the research algorithm DEAL on the poker data set. 

 

Table 5.7 Results of DEAL over poker hand data set 

 

The graph in Figure 5.11 compares the prediction accuracy and categorical 

accuracy of DEAL over the poker hand data set. 

 

 

S. No. Evaluation parameter Result 

1 Prediction accuracy 99.67 

2 F1-score 0.74 

3 Recall 0.65 

4 Precision 0.82 

5 Categorical accuracy 97.3 
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5.1.7 DEAL framework implementation on LED generator data set 

The LED generator is a synthetic dataset. This simple domain contains seven 

Boolean attributes and 10 classes, the set of decimal digits. The class attribute is an 

integer ranging between 0 and 9, representing the possible digits shown on display 

[7]. For experimentation purpose, 10, 0000 instances were generated, and the 

training and testing ratio was 80:20. Table 5.8 shows the evaluation results of the 

research algorithm DEAL on the LED data set. 

 

 

 

 

 

 

 
Figure 5.11 Comparison of prediction and categorical accuracy 
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Table 5.8 Results of DEAL over LED generator data set 

 

The graph in Figure 5.12 compares the prediction accuracy and categorical 

accuracy of DEAL over the LED generator data set. 

 

 

 

 

 

 

 

 

5.1.8 DEAL framework implementation on RBF data set 

The RBF dataset is a synthetic dataset. The random RBF generator has 10 

dimensions and five classes [7]. For experimentation purpose, 10,0000 instances of 

dataset were generated. The training and testing dataset were in the ratio 80:20. 

S. No. Evaluation parameter Result 

1 Prediction accuracy 87.63 

2 F1-score 0.86 

3 Recall 0.93 

4 Precision 0.83 

5 Categorical accuracy 85.8 

 

 
Figure 5.12 Comparison of categorical and prediction accuracy 
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Table 5.9 shows the evaluation results of the research algorithm DEAL on the RBF 

data set.                 Table 5.9 Results of DEAL over RBF dataset 

 

The graph in Figure 5.13 compares the prediction accuracy and categorical 

accuracy of DEAL over the RBF data set. 

 

 

 

 

 

 

 

 

 

This section discussed the implementation results of the DEAL framework for 

binary and multiclass datasets. In each case, the prediction accuracy and categorical 

S. No. Evaluation parameter Result 

1 Prediction accuracy 98.63 

2 F1-score 0.87 

3 Recall 0.91 

4 Precision 0.92 

5 Categorical accuracy 92.3 

 

 
Figure 5.13 Comparison of categorical and prediction accuracy 
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accuracy has been compared. The comparisons indicate that the DEAL model has 

a good prediction accuracy and categorical accuracy value.  

5.2 Conclusion 

In this chapter, the DEAL framework implementation for data stream 

classification is discussed in detail. The experimentation was carried out using both 

real time and synthetic datasets for both binary and multiclass data streams. The 

datasets were varied, like CCFD dataset were highly imbalanced, stock prediction 

utilized special techniques for extracting features during learning phase as the 

available features were not enough to make predictions and the HAR dataset had 

overlapping features. The results with each dataset have been summarized and the 

prediction accuracy and categorical accuracy of DEAL framework for each dataset 

has also been presented.  The previous works evaluated the classifiers only on basis 

of prediction accuracy and ignored categorical accuracy. As categorical accuracy 

is a significant metrics while evaluating data streams classifiers especially in 

imbalanced scenario, thus, good value of categorical accuracy proves the 

effectiveness of the DEAL framework for data stream classification. The 

performance of the DEAL framework on the binary datasets i.e., CCFD, stock 

prediction, SEA generator and hyperplane framework in terms of accuracy is 

99.81,66.61,93.76 and 92.56 respectively. While, the performance in terms of 

categorical accuracy is 99.79,59.2,90.03 and 89.7 respectively. The performance of 

the DEAL framework on the multiclass datasets i.e., HAR, Poker hand, RBF and 

LED generator in terms of accuracy is 98.7, 99.67, 98.63 and 87.63 respectively. 

While, the performance in terms of categorical accuracy is 83.18, 97.3, 92.3 and 

85.8 respectively. In the next chapter, the DEAL framework is compared with 

recent and benchmark algorithms. Statistical analysis has been done to further 

verify the obtained results.   
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Chapter 6   

Performance Comparison of DEAL 
Framework and Statistical Analysis 

This chapter presents the performance comparison details of the DEAL 

framework with the state-of-the-art algorithms and the standard works. Further, the 

chapter also details the statistical results to further verify the efficiency of the 

proposed DEAL framework. The Chapter-5 has presented the experiment results of 

DEAL framework, and the compared algorithms were also experimented on the 

same experimental platform.  The results thus obtained were compared with the 

results of the DEAL framework. The evaluation metrics used in the comparison are 

precision, recall, accuracy, F1-score and categorical accuracy. Section 6.1 presents 

the comparison with benchmark algorithms, section 6.2 presents the comparison 

with state-of-art algorithms, and Section 6.3 presents the statistical analysis. 

6.1 Comparison with benchmark algorithms 

In this section, the performance of the DEAL framework is compared with 

benchmark algorithms like SVM[104], AE, CNN[104], LR[43] and MLP[105], 

over same binary and multiclass datasets used for implementing DEAL framework 

in chapter 5. Table 6.1 summarizes the implementation results of the DEAL 

framework and benchmark algorithms over eight datasets and Table 6.2 presents 

the average performance of DEAL and benchmark algorithms. 
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Table 6.1 Implementation results of the DEAL framework and benchmark algorithms 
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Table 6.1 continues.. 
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Table 6.2 Average performance of DEAL and benchmark algorithms 

 

Graph in Figure 6.1 compares the performance of the DEAL framework with 

the recent algorithms over all eight experimental datasets.  

 

 

 

 

 

 

 

 

 

 

 

In figure 6.2, prediction accuracy and categorical accuracies are compared 
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Figure 6.1 Performance comparison of DEAL with benchmark algorithms 
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The comparison in figure 6.4 the categorical accuracy of DEAL is 

approximately 24% better than the compared benchmark algorithms, Thus, the 

DEAL framework is superior than the compared recent algorithms in accuracy as 

well as categorical accuracy. 

The next section, compares the performance of DEAL framework with state-

of-art algorithms. 

6.2 Comparison with State-of-the-art Algorithms 

In this section, the performance of the DEAL framework is compared with 

recent algorithms like self-paced[96],  hybrid algorithm [98], and a iterative 

boosting based learning algorithm[97], over same binary and multiclass datasets 

used for implementing DEAL framework in chapter 5. Table 6.3 summarizes the 

implementation results of the DEAL framework and three recent algorithms over 

eight datasets and Table 6.4 presents the average performance of DEAL and stat 

 

 

0.9217375

0.84545

0.8176375

0.8873

0.898325

0.8364375

0.871625

0.616375

0.5895375

0.6200875

0.6589125

0.648775

0 0.2 0.4 0.6 0.8 1

DEAL

SVM

LR

CNN

MLP

AE

Comparison of prediction and 
categorical accuracy

Categorical accuracy Accuracy

Figure 6.2 Comparison of prediction and categorical accuracy 



 

101 

 

Table 6.3 Implementation results of the DEAL framework and three recent algorithms 
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Table 6.4 Average performance of DEAL and recent algorithms 

 

Graph in Figure 6.3 compares the performance of the DEAL framework with 

the recent algorithms over all experimental datasets. 
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In figure 6.4, prediction accuracy and categorical accuracies are compared. 

 

 

 

 

 

 

 

 

 

 

 

The comparison in figure 6.2 the categorical accuracy of DEAL is 

approximately 21% better than the compared recent algorithms, Thus, the DEAL 

framework is superior than the compared recent algorithms in accuracy as well as 

categorical accuracy.  

In section6.1 and 6.2, the performance of the proposed DEAL framework is 

compared with the benchmark and state-of-art algorithms. The results show that the 

proposed model performs better than the compared works in terms of prediction 

accuracy as well as categorical accuracy. The categorical accuracy improves by 

approximately 22.5 %.  In addition, the values of the other evaluation metrics are 

also good. Further, the results are verified using Statistical analysis. 
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6.3 Statistical analysis for data stream classification 

Statistical analysis enables the evaluation of assertions using quantitative 

evidence. This analysis assists in distinguishing between reasonable and doubtful 

findings. When analysts employ appropriate statistical approaches, they frequently 

produce accurate results. Indeed, statistical methods incorporate uncertainty and 

error into their conclusions. In this work, Wilcoxon signed-rank test[106] is used 

for statistical analysis. This test compares two related samples, matched samples, 

or performs a paired difference test of repeated measurements on a single sample 

to see if their population mean ranks differ. The Wilcoxon signed-rank test is a 

statistical test. It is frequently used in hypothesis testing to determine whether a 

process or treatment has an actual effect on the population of interest or whether 

two groups are significantly different from one another, among other things. 

Wilcoxon signed-rank test is a mathematical procedure that takes a sample from 

each set and establishes the problem statement by assuming the null hypothesis that 

the two means are equal. Then, specific values are calculated and compared against 

the standard values using the applicable formulas. The assumed null hypothesis is 

either accepted or rejected based on the results of the comparison. Whenever the 

null hypothesis meets the criteria for being rejected, it indicates that the data 

readings are strong and are likely not the result of random chance. In this work, a 

Wilcoxon signed-rank test is applied to test whether the proposed framework for 

classifying data streams has significantly improved performance than conventional 

and related works. Accordingly, a hypothesis is designed to compare the 

performance of the proposed work with traditional and recent works based on 

accuracy and categorical accuracy. 
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6.3.1 Statistical analysis for accuracy 

6.3.1.1 Self-paced Accuracy Vs DEAL Accuracy 

Summary statistics: 

 

Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 
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paced 8 0 8 59.920 99.250 87.290 13.410 

DEAL 8 0 8 66.610 99.810 92.174 11.186 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Test interpretation: 

H0: The prediction accuracy of DEAL and self-paced algorithm is similar. 

Ha: The prediction accuracy of DEAL is improved in comparison with self-

paced algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion:  

The acceptance of alternate hypothesis Ha indicates that accuracy of DEAL and 

self-paced algorithm is not same and the accuracy of DEAL algorithm is 

improved in comparison with self-paced algorithm. 

6.3.1.2 Hybrid Accuracy Vs DEAL Accuracy  

Summary statistics: 
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DEAL 8 0 8 66.610 99.810 92.174 11.186 
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Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 

 

Test interpretation: 

H0: The prediction accuracy of DEAL and hybrid algorithm is similar. 

Ha: The prediction accuracy of DEAL is improved in comparison with hybrid 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion:  

The acceptance of alternate hypothesis Ha indicates that accuracy of DEAL and 

Hybrid algorithm is not same and the accuracy DEAL algorithm is improved in 

comparison with Hybrid algorithm. 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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6.3.1.3 Boosting Accuracy Vs DEAL Accuracy 

Summary statistics: 

 

Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 
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Boosting 8 0 8 53.710 96.720 82.787 13.853 

DEAL 8 0 8 66.610 99.810 92.174 11.186 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Test interpretation: 

H0: The prediction accuracy of DEAL and boosting algorithm is similar. 

Ha: The prediction accuracy of DEAL is improved in comparison with boosting 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion:  

The acceptance of alternate hypothesis Ha indicates that accuracy of DEAL and 

boosting algorithm is not same and the accuracy of DEAL algorithm is 

improved in comparison with boosting algorithm. 

6.3.1.4 SVM Accuracy Vs DEAL Accuracy 

Summary statistics:  
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SVM 8 0 8 51.130 99.940 84.545 15.216 

DEAL 8 0 8 66.610 99.810 92.174 11.186 
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Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 

 

Test interpretation: 

H0: The prediction accuracy of DEAL and SVM algorithm is similar. 

Ha: The prediction accuracy of DEAL is improved in comparison with SVM 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion:  

The acceptance of alternate hypothesis Ha indicates that accuracy of DEAL and 

SVM algorithm is not same and the accuracy of DEAL algorithm is improved 

in comparison with SVM algorithm. 

N+ 2 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.145 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 5 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.039 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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6.3.1.5 LR Accuracy Vs DEAL Accuracy  

Summary statistics: 

 

Sign test / Lower-tailed test: 

 

 

 

 

 

Wilcoxon signed-rank test / Lower-tailed test: 
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LR 8 0 8 51.600 99.910 81.764 13.896 

DEAL 8 0 8 66.610 99.810 92.174 11.186 

 

V 1 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.008 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 

N+ 1 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.035 

alpha 0.050 

The p-value is computed using an exact 
method. 
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Test interpretation: 

H0: The prediction accuracy of DEAL and LR is similar. 

Ha: The prediction accuracy of DEAL is improved in comparison with LR. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion:  

The acceptance of alternate hypothesis Ha indicates that accuracy of DEAL and 

LR algorithm is not same and the accuracy of the DEAL algorithm is improved 

in comparison with LR algorithm. 

6.3.1.6 MLP Accuracy Vs DEAL Accuracy 

Summary statistics: 
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MLP 8 0 8 61.320 99.940 89.833 11.953 

DEAL 8 0 8 66.610 99.810 92.174 11.186 
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Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 

 

Test interpretation: 

H0: The prediction accuracy of DEAL and MLP is similar. 

Ha: The prediction accuracy of DEAL is improved in comparison with MLP. 

As the computed p-value is greater than the significance level alpha=0.05, one 

cannot reject the null hypothesis H0. 

Conclusion:  

The acceptance of alternate hypothesis Ha indicates that accuracy of DEAL and 

MLP algorithm is not same and the accuracy of the DEAL algorithm is 

improved in comparison with MLP algorithm. 

N+ 2 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.145 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 8 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.098 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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6.3.1.7 CNN Accuracy Vs DEAL Accuracy 

Summary statistics: 

 

Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 
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CNN 8 0 8 58.930 99.890 88.730 12.539 

DEAL 8 0 8 66.610 99.810 92.174 11.186 

 

N+ 2 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.145 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 5 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.039 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Test interpretation: 

H0: The prediction accuracy of DEAL and CNN is similar. 

Ha: The prediction accuracy of DEAL is improved in comparison with CNN. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion:  

The acceptance of alternate hypothesis Ha indicates that accuracy of DEAL and 

CNN is not same and the accuracy of the DEAL algorithm is improved in 

comparison with CNN. 

6.3.1.8 AE Accuracy Vs DEAL Accuracy 

Summary statistics: 
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AE 8 0 8 59.800 96.030 83.644 13.848 

DEAL 8 0 8 66.610 99.810 92.174 11.186 

 



 

116 

 

Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 

 

Test interpretation: 

H0: The prediction accuracy of DEAL and AE is similar. 

Ha: The prediction accuracy of DEAL is improved in comparison with AE. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion:  

The acceptance of alternate hypothesis Ha indicates that accuracy of DEAL and 

AE is not same and the accuracy of the DEAL algorithm is improved in 

comparison with AE. 

N+ 1 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.035 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 1 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.008 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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6.3.2 Statistical analysis for categorical accuracy 
6.3.2.1 Self-paced Categorical Accuracy Vs DEAL Categorical Accuracy 

Summary statistics: 

 

Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 
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Self -
paced 8 0 8 48.170 76.180 65.956 9.521 

DEAL 8 0 8 59.200 99.790 87.163 12.552 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Test interpretation: 

H0: The categorical accuracy of DEAL and self-paced algorithm is similar. 

Ha: The categorical accuracy of DEAL is improved in comparison with self-

paced algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion: 

The acceptance of alternate hypothesis Ha indicates that categorical accuracy 

of DEAL and self-paced algorithm is not same and the categorical accuracy of 

the DEAL algorithm is improved in comparison with self-paced algorithm. 

6.3.2.2 Hybrid Categorical Accuracy Vs DEAL Categorical Accuracy 

Summary statistics: 
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hybrid 8 0 8 46.770 76.010 63.046 9.815 

DEAL 8 0 8 59.200 99.790 87.163 12.552 
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Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 

 

Test interpretation: 

H0: The categorical accuracy of DEAL and hybrid algorithm is similar. 

Ha: The categorical accuracy of DEAL is improved in comparison with hybrid 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

 

 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Conclusion: 

The acceptance of alternate hypothesis Ha indicates that categorical accuracy 

of DEAL and hybrid algorithm is not same and the categorical accuracy of the 

DEAL algorithm is improved in comparison with hybrid algorithm. 

6.3.2.3 Boosting Categorical Accuracy Vs DEAL Categorical Accuracy 

Summary statistics: 

 

Sign test / Lower-tailed test: 
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Boosting 8 0 8 51.230 79.800 67.616 10.215 

DEAL 8 0 8 59.200 99.790 87.163 12.552 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 
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Wilcoxon signed-rank test / Lower-tailed test: 

 

Test interpretation: 

H0: The categorical accuracy of DEAL and boosting algorithm is similar. 

Ha: The categorical accuracy of DEAL is improved in comparison with 

boosting algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion: 

The acceptance of alternate hypothesis Ha indicates that categorical accuracy 

of DEAL and Boosting algorithm is not same and the categorical accuracy of 

the DEAL algorithm is improved in comparison with Boosting algorithm. 

 

 

 

 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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6.3.2.4 SVM Categorical Accuracy Vs DEAL Categorical Accuracy 

Summary statistics: 

 

Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 
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SVM 8 0 8 38.600 73.620 61.638 11.063 

DEAL 8 0 8 59.200 99.790 87.163 12.552 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Test interpretation: 

H0: The categorical accuracy of DEAL and SVM is similar. 

Ha: The categorical accuracy of DEAL is improved in comparison with SVM 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion: 

The acceptance of alternate hypothesis Ha indicates that categorical accuracy 

of DEAL and SVM is not same and the categorical accuracy of the DEAL 

algorithm is improved in comparison with SVM. 

6.3.2.5 DEAL Categorical Accuracy VS LR Categorical Accuracy 

Summary statistics: 
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LR 8 0 8 43.100 64.100 58.954 6.782 

DEAL 8 0 8 59.200 99.790 87.163 12.552 

 



 

124 

 

Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 

 

 

Test interpretation: 

H0: The categorical accuracy of DEAL and LR is similar. 

Ha: The categorical accuracy of DEAL is improved in comparison with LR 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Conclusion: 

The acceptance of alternate hypothesis Ha indicates that the categorical 

accuracy of DEAL and LR is not same and the categorical accuracy of the 

DEAL algorithm is improved in comparison with LR. 

6.3.2.6 AE Categorical Accuracy Vs DEAL Categorical Accuracy 

Summary statistics: 

 

Sign test / Lower-tailed test: 
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AE 8 0 8 46.710 83.670 64.878 11.473 

DEAL 8 0 8 59.200 99.790 87.163 12.552 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 
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Wilcoxon signed-rank test / Lower-tailed test: 

 

Test interpretation: 

H0: The categorical accuracy of DEAL and AE is similar. 

Ha: The categorical accuracy of DEAL is improved in comparison with AE 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion: 

The acceptance of alternate hypothesis Ha indicates that the categorical 

accuracy of DEAL and AE is not same and the categorical accuracy of the 

DEAL algorithm is improved in comparison with AE. 

 

 

 

 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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6.3.2.7 MLP Categorical Accuracy Vs DEAL Categorical Accuracy 

Summary statistics: 

 

Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 
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MLP 8 0 8 50.800 81.000 65.891 11.140 

DEAL 8 0 8 59.200 99.790 87.163 12.552 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Test interpretation: 

H0: The categorical accuracy of DEAL and MLP is similar. 

Ha: The categorical accuracy of DEAL is improved in comparison with MLP 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

Conclusion: 

The acceptance of alternate hypothesis Ha indicates that the categorical 

accuracy of DEAL and MLP is not same and the categorical accuracy of the 

DEAL algorithm is improved in comparison with MLP. 

6.3.2.8 CNN Categorical Accuracy Vs DEAL Categorical Accuracy 

Summary statistics: 
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CNN 8 0 8 42.700 82.000 62.009 13.193 

DEAL 8 0 8 59.200 99.790 87.163 12.552 
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Sign test / Lower-tailed test: 

 

Wilcoxon signed-rank test / Lower-tailed test: 

 

Test interpretation: 

H0: The categorical accuracy of DEAL and CNN is similar. 

Ha: The categorical accuracy of DEAL is improved in comparison with CNN 

algorithm. 

As the computed p-value is lower than the significance level alpha=0.05, one 

should reject the null hypothesis H0, and accept the alternative hypothesis Ha. 

 

 

N+ 0 

Expected value 4.000 

Variance (N+) 2.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact 
method. 

V 0 

Expected value 18.000 

Variance (V) 51.000 

p-value (one-tailed) 0.004 

alpha 0.050 

The p-value is computed using an exact method. Time 
elapsed: 0s. 
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Conclusion: 

The acceptance of alternate hypothesis Ha indicates that the categorical 

accuracy of DEAL and CNN is not same and the categorical accuracy of the 

DEAL algorithm is improved in comparison with CNN. 

6.4 Conclusion 

The performance comparison of DEAL with recent and benchmark algorithms 

has been discussed in this chapter. The comparison shows that the DEAL 

framework has overall improved performance over compared algorithms in 

accuracy and categorical accuracy. The other evaluation metrics measures are also 

good. Finally, Wilcoxon signed-rank test has been performed to test the statistical 

significance of the proposed DEAL algorithm. The acceptance of the alternate 

hypothesis indicates that the proposed framework is efficient in classifying the data 

streams.  In chapter 7, the conclusion and future research directions of the present 

research program are presented. 
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Chapter 7   

Conclusion and Future Research 
Directions 
 

7.1 Summary  

Traditional ML algorithms have proven to be beneficial in extracting 

knowledge from static data. However, they are not suited for dynamic data stream 

environments. This raises the need of using an algorithm that can obtain data 

streams from heterogeneous sources and synthesize these diverse data streams into 

a single source of knowledge to make smart decisions. As such, the tasks that data 

stream classifiers must perform are becoming increasingly complicated and 

multifaceted. In a similar manner to how the human brain combines the five senses 

to understand what is truly occurring in real time, future data stream classification 

algorithms are expected to interpret high-speed data streams. To achieve seamless 

performance that can mimic the human brain, proper integration of data ingestion, 

synthesis, and timely action is needed when dealing with such massive amounts of 

data from data streams. 

The technology to underpin these systems is already emerging. The application of 

advanced algorithms such as deep learning (DL), artificial intelligence (AI), and 

optimization in real-time Big Data is gaining significant interest due to their ability 

to discover and predict unseen patterns. The application of advanced algorithms 

and optimizations is not limited to a single area but can be applied to tackle various 

challenges associated with any domain. Some key areas are sensor networks, health 

monitoring, networks, finance, power, security, and privacy. AI and advanced ML 
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techniques and optimization will certainly enhance discovery and experience by 

addressing various challenges and issues. 

This research emphasizes developing and discovering advanced algorithms and 

optimizations for data stream predictions and related paradigms. The objective of 

the present research program is to “Design and implement an efficient ensemble-

based classification algorithm for real-time data streams.” A detailed introduction 

to the data stream and data stream classification is provided at the outset of the 

thesis. Next, the importance of data stream classification is discussed. Furthermore, 

the research objective of the current research program is presented in that chapter 

as well. Chapter 2 is devoted to a thorough review of the literature on techniques 

for data stream classification and methods for improving the performance of data 

stream classifiers. The survey reveals that some techniques perform better in binary 

classification while others perform better in multiclass classification scenarios. 

Furthermore, we discover that no technique in the literature performs well for 

binary and multiclass classification while preventing the model from overfitting at 

the same time. The evaluation metrics used are insufficient for the data stream 

environment. In Chapter 3, the proposed framework is described in detail. Chapter 

4 presents the devised algorithms and the experimental environment to implement 

the proposed work. Chapters 5 discuss the implementation results in binary and 

multiclass scenarios. Chapters 6 compare the proposed work with some recent and 

benchmark algorithms. Chapter 7 presents the summary in Section 7.1, followed by 

the significant contribution of this research work in Section 7.2. Finally, Section 

7.3 concludes the current research program with recommendations for future 

research. 
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7.2 Contributions 

(Contribution 1): A novel deep learning based framework for Efficient Data 

Stream Classification 

A framework for efficient classification of data streams is proposed. The 

proposed framework consists of two algorithms for learning/training the DL model 

and, finally, an algorithm that optimizes the DL model for improving the model’s 

performance. The present research work has developed deep learning frame work 

for efficient data stream classification. The framework is capable of classifying 

binary and multiclass data streams. The DEAL framework is evaluated based on 

categorical accuracy. Categorical accuracy is crucial for evaluating data stream 

models, especially when the stream is unbalanced. The results are further verified 

using statistical analysis. 

 

(Contribution 2): Extra Tree Feature Ensemble-Based Optimization to 

overcome Concept Drift in data streams 

The research work has proposed the extra tree feature ensemble approach for 

optimization. The approach incorporates the newly arriving feature due to concept 

drift in the feature subset and trains the model. This approach overcomes the 

concept drift issue in data streams. Optimization also removes irrelevant features 

from the feature set, and thus, the overfitting problem is also avoided in the 

proposed work. 

7.3 Limitations and Future Directions 

Data stream classification is one of the extremely important areas of data 

mining. The current study can be expanded in numerous directions to further 

enhance this area. One of the limitations of the present work is that, the DEAL 
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model can become costly with the increase in dimensions of data streams. In future, 

the kernel trick can be applied to provide a more efficient and cost-effective method 

of transforming data into higher dimensions. As all the data is not linearly separable 

in the actual world and almost all data is randomly distributed, it is difficult to 

categorize them linearly. When the number of dimensions increases, computations 

within that space become increasingly expensive. The kernel trick in such a 

scenario enables the system to work in the original feature space without having to 

compute the data’s coordinates in a higher dimensional space, thus making the 

system cost effective. Data stream classification is still in the early stages of 

development to meet its intended purpose, and significant research is ongoing. This 

work opens up several co-fronts on forecasting patterns and classification on other 

real-time transaction data. The present work has less consideration for data privacy. 

In future, to ensure data protection and real-time analysis, the triumvirate (block-

chain, internet of things (IoT), and AI) can be utilized in cloud computing platforms 

to solve the complex problems of next-generation computing. Blockchain can 

improve security by decentralizing data in software-defined networks. AI can 

further detect and predict failures and improve fault tolerance. IoT can enable 

serverless computing, improve future systems, and help in designing more 

innovative applications. The proposed DEAL model can also be further optimized 

using several bio-inspired algorithms. Big Data acquisition framework and 

technologies like Kafka and Flume can be integrated with the proposed work to 

develop automated models for real-time applications. The present work demands 

high memory requirements. To overcome this constraint and to facilitate utilization 

in low-end memory devices, a distributed processing version of the proposed model 

can be developed in future. 
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