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Instructions: 1. Attempt all the questions. 

                       2. All the mathematical symbols have their usual meaning. 

                       3. Attempt one question between the internal choices give in question 7 and question 10.  

SECTION A  

(5Qx4M=20Marks) 

S. No.  Marks CO 

Q 1 For what value of 𝑏 is the following matrix A positive definite. 

                                             𝐴 = [
2 −1 𝑏

−1 2 −1
𝑏 −1 2

]  4 CO1 

Q 2 Consider the following two bases of 𝑅2(𝑅): 
𝑆 = {𝑢1, 𝑢2} = {(1,2), (3,5)} and 𝑆′ = {𝑣1, 𝑣2} = {(1, −1), (1, −2)} 

Find the transition matrix 𝑃𝑆→𝑆′ from 𝑆 to 𝑆′. Then, calculate transition 

matrix 𝑃𝑆′→𝑆 using 𝑃𝑆→𝑆′. 
 

4 CO2 

Q 3 If 𝑉(𝐹) is a finite dimensional vector space and 𝑊 is a subspace of 𝑉(𝐹) 

then prove that 

dim(𝑊) + dim(𝑊𝑜) = dim (𝑉) 

where, 𝑊𝑜 denotes the annihilator of 𝑊. 
4 CO3 

Q 4 Find the closest point to the vector 𝑥 = (3,1,5,1) in the subspace  𝑊 

spanned by 𝑣1 = (3,1, −1,1) and 𝑣2 = (1, −1,1, −1). Also, calculate the 

vector which is orthogonal to each vector in 𝑊. 
 

4 CO4 

Q 5 Consider the following polynomials in 𝑃(𝑡) with inner product 

                                   < 𝑓, 𝑔 > = ∫ 𝑓(𝑡)𝑔(𝑡)𝑑𝑡
1

0
 

𝑓(𝑡) = 𝑡 + 2, 𝑔(𝑡) = 3𝑡 − 2, ℎ(𝑡) = 𝑡2 − 2𝑡 − 3. Then, find < 𝑓, 𝑔 > 

and < 𝑓, ℎ >.  Also, normalize 𝑓 and 𝑔. 2+2 CO4 



SECTION B  

(4Qx10M= 40 Marks) 

Q 6 
Find the Jordan canonical form 𝐽 of matrix 𝐴 = [

2 2 1
0 2 −1
0 0 3

]. Also, find 

matrix 𝑆 such that 𝐴 = 𝑆𝐽𝑆−1, where 𝐽 is the Jordan canonical form of 

matrix 𝐴. 

                                                 

10 CO1 

Q 7 Let 𝜙: 𝐺 → 𝐺′ be a group homomorphism. Then prove that Kernel 

ker(𝜙) is a normal subgroup of 𝐺 and 
𝐺

ker(𝜙)
≃ 𝐼𝑚(𝜙) 

where, ≃ denotes the group isomorphism. 

                                                         OR 

State and prove second isomorphism theorem. 

  

10 CO2 

Q 8 If the ordered basis of 𝑃2(𝑅) is {1,1 + 𝑥, 1 + 𝑥 + 𝑥2} with respect to 

which the basis of its dual space is {𝑓1, 𝑓2, 𝑓3} and 𝑓: 𝑃2(𝑅) → 𝑅(𝑅) is 

linear functional given by 𝑓(𝑎 + 𝑏𝑥 + 𝑐𝑥2) = 2𝑎 + 3𝑏 − 7𝑐 and if  

𝑓 = 𝑐1𝑓1 + 𝑐2𝑓2 − 2𝑐3𝑓3 then find the values of c1, c2, c3. 

 

10 CO3 

Q 9 State and prove the Bessel’s inequality. 10 CO4 

SECTION-C 

(2Qx20M=40 Marks) 

Q 10 a. Define the transpose of a linear transformation. Let 𝜙 be a linear 

functional on 𝑅2 defined by 𝜙(𝑥, 𝑦) = 𝑥 − 2𝑦. For the linear 

mapping 𝑇: 𝑅2 → 𝑅2 given by 𝑇(𝑥, 𝑦) = (𝑦, 𝑥 + 𝑦), find 

[𝑇𝑡(𝜙)](𝑥, 𝑦). 
 

b. Let 𝑇: 𝑃3(𝑅) → 𝑃3(𝑅) is a linear operator given by 

                                        𝑇(𝑝(𝑥)) = 𝑝(𝑥 + 1) 

            where, 𝑃3(𝑅) denotes the polynomial with real coefficients of                   

            degree at most 3. Find the eigenvalues and eigenvectors of    

            linear operator 𝑇. Also, calculate the characteristic and minimal  

            polynomial of 𝑇. Is this linear operator diagonalizable?  

 

                                               OR 

 

a. Define the transpose of a linear transformation. Let 𝜙 be a linear 

functional on 𝑅2 defined by 𝜙(𝑥, 𝑦) = 𝑥 − 2𝑦. For the linear 

mapping 𝑇: 𝑅2 → 𝑅2 given by 𝑇(𝑥, 𝑦) = (2𝑥 − 3𝑦, 5𝑥 + 2𝑦), 
find [𝑇𝑡(𝜙)](𝑥, 𝑦). 
 

b. Let 𝑇: 𝑃4(𝑅) → 𝑃4(𝑅) is a linear operator given by 

5+15 CO3 



                                        𝑇(𝑝(𝑥)) = 𝑝′′′(𝑥) 

            where, 𝑝′′′(𝑥) is the third derivative of polynomial 𝑝(𝑥) and     

            𝑃4(𝑅) denotes the polynomial with real coefficients of                   

            degree at most 4. Find the eigenvalues and eigenvectors of    

            linear operator 𝑇. Also, calculate the characteristic and minimal  

            polynomial of 𝑇. Is this linear operator diagonalizable?  

 

Q 11 Fit a least square regression line to the following data using least square 

approximation. 

 

X 1 2 4 6 8 

Y 3 4 8 10 15 
 

20 CO4 

 




