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SECTION A
(5Qx4M=20Marks)
S. No. Marks CcO
Q1 If A and B are square matrices, there exists an invertible matrix P such
that B = P~YAP. If X is the eigenvector of B corresponding to an
eigenvalue A, what will be the eigenvector of A corresponding to the 4 Co1
same eigenvalue. Prove it.
Q2 0o 1 o0
Check for the diagonalizability of the matrix [0 0 1| without
4 -17 8 4 COo1
finding the eigenvectors. Explain the reason.
Q3 Let V = R3. Check whether W is a subspace of V, where
W ={(a,b,c) € R3:a?+ b? +c? < 1}. 4 CO2
Q4 Find the basis and dimension of a subspace {(x, x,y) € R3:x,y € R} of
R3. 4 COo2
Q5 If A isan m X n matrix, what is the largest possible value for its rank and
the smallest possible value for its nullity? 4 COo3
SECTION B
(4Qx10M= 40 Marks)
Q6 Write the necessary and sufficient condition for the sum of two
subspaces of a vector space to be a direct sum. Let U be the xy —plane
and W be the yz —plane in R3. Can we write every vector in R? as the
sum of a vector in U and a vector in W? Justify your answer. 10 co?2

OR
Suppose U = {(x,x,y,y) € R*: x,y € R}. Find a subspace W of R*,
suchthat R* = U @ W.




Q7

Consider the basis S = {v,, v,} for R?, where v, = (1,1) and

v, = (1,0), and let T: R? - R? be a linear transformation for which
T(vy) = (1,-2) and T(v,) = (—4,1). Find a formula for T (x, y), and
use that to find T'(5, —3). Also find the formula for T~ (x, y), if exists.

10

CO3

Q8

State the Rank Nullity Theorem, and use it to find the nullity of T, if

a) T:R®> - P has rank 3,

b) T:P, - P; hasrank 1,
where B, is a vector space of all the polynomial with degree less than or
equal to n, defined over the real field.

10

CO3

Q9

Define Isomorphism on vector spaces.
LetT: P, - M,, be a linear transformation defined by
p(0) p(1)
@) =) ol
where P, is a vector space of all the polynomials with degree less than
or equal to 2, and M,, is a vector space of all the matrices of order
2 %X 2.1s T alinear transformation. Justify your answer.

10

CO3

SECTION-C
(2Qx20M=40 Marks)

Q10

Consider the bases B = {p4,p2}, and B’ = {q4, q,} for a vector space
of all the polynomial with degree less than or equal to 1, P;, where
P1=6+3x,p, =10+ 2x,q1 = 2,9, =3 + 2x
a) Find a transition matrix from B’ to B.
b) Find a transition matrix from B to B’
c) Compute the coordinate vector (p)g, where p = —4 + x, and use it
to compute (p)g,-

20

COo2

Q11

Find the matrix representation of each linear transformation,
T:R3 - R3, relative to the standard basis of R3. Also find the nullity
of T in each case.

a) T(x,y,z) =(x,y,0)

by T(x,y,z) =(z,y+z,x+y+2)

c) T(x,y,z) =(2x—7y—4z,3x+y+4z,6x —8y + z)

OR

The matrix representation of a linear transformation T: P, — P, with
respect to the standard basis is given by

1 -5 25
0 3 =30}
0 O 9

Find a formula for the transformation T'(a + bx + cx?). Check if T is a
one-one onto map. If yes, find T71(a + bx + cx?).

20

CO3






